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Abstract

When learning to partition the world into categories, people
rely on a set of assumptions (overhypotheses) about possi-
ble category structures. Here we propose that the nature of
these overhypotheses depends on the presence of a verbal la-
bel associated with a given category. We describe a computa-
tional model that demonstrates how labels can either acceler-
ate or hinder category learning, depending on whether or not
the prior beliefs imposed by their presence align with the true
category structure. This account provides an explanation for
the phenomena described in prior experimental work (Lupyan,
Rakison, & McClelland, 2007; Brojde, Porter, & Colunga,
2011) that have remained unexplained by other models. Based
on these results, we argue that the overhypothesis theory of la-
bel effects provides a way to formalize and quantify the effect
of language on category learning and to develop a more precise
delineation between linguistic and non-linguistic thought.

Keywords: category learning; word learning; overhypotheses;
shape bias; Bayesian modeling

Introduction

What is the relationship between words and concepts? Ac-
cording to one account (e.g., Bloom, 2002), linguistic and
conceptual spaces are separate and independent, with newly
learned words corresponding to mappings from a linguistic
label to the corresponding concept. According to another
account (e.g., Lupyan & Lewis, 2019), words have a large
influence on the concepts being constructed: more than just
pointers, they serve as a vehicle for abstraction and a driving
force for category learning. Here, we propose a framework
that aims to reconcile these two accounts by viewing linguis-
tic labels as overhypotheses about likely category structures.
We investigate the language-concepts relationship in the
context of one specific domain of human experience: cate-
gory learning. When acquiring the meanings of words, the
learner often needs not only to establish the mapping between
the word and the category it refers to, but also to partition
the underlying conceptual space itself. For example, a child
needs to learn that the word “spoon” corresponds to both ta-
blespoons and teaspoons, but not to forks. Category learning
and word learning therefore happen hand-in-hand.
Experiments performed with both infants (Althaus &
Mareschal, 2014) and adults (Lupyan et al., 2007) established
that providing a linguistic label facilitates category learning,
such that it is easier to distinguish exemplars from two differ-
ent categories if these categories are accompanied by verbal
labels. However, explanations for this label advantage effect

differ. Certain theories consider labels to be “just another fea-
ture”; they posit that label-based learning is more successful
simply because labels provide additional information that can
be incorporated into the categorization process in a bottom-
up way (the labels-as-features hypothesis; Gliozzi, Mayor,
Hu, & Plunkett, 2009). Other theories claim that words have
a top-down effect on category learning by enhancing atten-
tion to category-specific dimensions of the stimulus (the label
feedback hypothesis; Lupyan, 2012).

We argue that neither of these hypotheses can fully account
for experimental category learning data and propose a com-
putational model that formalizes a third account: words im-
pose specific priors on the hypothesized structure of new cat-
egories. This account differs from the labels-as-features hy-
pothesis in that it assigns a special role to linguistic labels
(they induce specific priors over hypothesized category struc-
ture); it differs from the label-feedback hypothesis in that, in
contrast to the universally beneficial effect of labels proposed
by that view, the prior induced by the label might either fa-
cilitate or hinder learning based on whether or not the prior-
induced biases align with true category structure. We will
show that both of these properties are required to account for
the experimental data described below.

Experimental Evidence for the Label Effect

One line of evidence that labels play a special role during cat-
egory learning in adults' comes from the study by Lupyan
et al. (2007). The authors presented the participants with
two types of “alien” stimuli (a subset of the YUFO stimuli;
Gauthier, James, Curby, & Tarr, 2003), The participants had
to learn to distinguish between the alien categories during a
supervised learning experiment to decide whether they should
approach or avoid a particular alien. The two categories dif-
fered in shape (Fig. 1).

The authors demonstrated that providing labels for the
two categories (“leebish” and “grecious”) facilitated category
learning. Participants were receiving feedback about their
choices in both label-based and label-free conditions, mean-
ing that labels did not provide any additional information

The code for this paper is made available online at
https://github.com/neuranna/labels-and-categories

IThis effect has also been demonstrated in children, e.g. Smith,
Jones, Landau, Gershkoff-Stowe, and Samuelson (2002).
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Figure 1: Sample stimuli used in Lupyan et al. (2007). Cate-
gory labels were only presented to half of the participants.

about category membership, and so their influence could not
be explained by the labels-as-features account (which posits
that labels provide additional bottom-up information relevant
for categorization). Moreover, the effect was observed for
both written and spoken labels but did not generalize to non-
verbal cues.

Lupyan et al. (2007) explain their results by hypothesizing
that labels “highlight” dimensions where item variance aligns
with category membership and thus make learning more ef-
ficient. This view was later formalized as part of the label
feedback theory (Lupyan, 2012). However, a study by Brojde
et al. (2011) questioned the label feedback account by pro-
viding evidence that labels are not always beneficial for cat-
egory learning. Specifically, they compared learning shape-
based categories with learning categories that are based on
other dimensions, namely, texture and brightness. Brojde
et al. found that labels indeed improved learning of shape-
based categories but hindered learning of texture-based and
brightness-based categories. They concluded that, instead of
emphasizing category-relevant differences across all dimen-
sions, labels direct the participants’ attention to dimensions
that have been “historically relevant” for categorization. This
view is supported by other works on categorization and word
learning (Smith, Jones, & Landau, 1996; Perry & Lupyan,
2014; Smith et al., 2002). However, it was never formalized
as a fully fledged theory, and the label feedback model re-
mains one of the primary ways to describe the relationship
between words and categories (Lupyan & Lewis, 2019; Imai,
Kanero, & Masuda, 2016).

Labels as Overhypotheses

This paper aims to provide a computational account of the
effects observed by Lupyan et al. (2007) and Brojde et al.
(2011). We propose that the presence of verbal labels during
category learning induces a particular set of overhypotheses
in the learner. Specifically, we hypothesize that the induc-
tive constraints on the structure of categories that underlie
word meanings differ from constraints on conceptual cate-
gory structure more generally (e.g., Gardenfors, 2004), and
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that learners are sensitive to this difference. Therefore, when
trying to infer the underlying structure of labeled categories,
the learner will be biased toward category structures that are
characteristic of word meanings (for instance, speakers of En-
glish, a language where most object noun meanings are based
on shape, are more likely to classify solid objects according to
shape rather than material?; Landau, Smith, & Jones, 1988).
If this bias aligns with the true category structure, the learner
will learn more efficiently compared to the “unbiased” label-
free condition; if it doesn’t, learning will be slower.

Our model is based on previous hierarchical Bayesian
models of category learning (Anderson, 1991; Kemp, Perfors,
& Tenenbaum, 2007; Xu & Tenenbaum, 2007). Those mod-
els also formalize the notion of prior knowledge of category
structure as overhypotheses, which can be either fixed (Xu
& Tenenbaum, 2007) or learned (Kemp et al., 2007); impor-
tantly, however, our model is the first to distinguish between
overhypotheses induced by label-based and label-free cate-
gory learning. In fact, Kemp et al. (2007) specifically mention
that their account would predict no difference in the learn-
ing rate of labeled and non-labeled shape-based categories.
We also introduce a way to model category learning based on
continuous features, since previous work in this domain used
binary feature representations. Modeling category learning
based on multiple continuous features allows us to directly
compare our model’s predictions to the results obtained by
Lupyan et al. (2007) and Brojde et al. (2011).

Previous models of the label effect on word learning
(Gliozzi et al., 2009; Lupyan, 2012) use a connectionist
rather than a Bayesian framework. Bayesian and connec-
tionist models aim to elucidate a phenomenon on different
levels of analysis and are often complementary. Bayesian
models help render explicit the computational assumptions
that are implicit in the solution to an inferential problem and
explain why that solution works. Connectionist models pro-
vide a more mechanistic account of learning, which might be
more plausible biologically but can make it more difficult to
examine the models’ internal representations and the compu-
tational principles underlying their behavior. Here, we aimed
to demonstrate a simple computational principle that can ex-
plain human behavior during label-based vs. label-free learn-
ing without committing to implementation-level details. The
Bayesian framework is well suited for that purpose. That said,
given that some neural networks have been shown to have
input-driven overhypotheses (e.g. shape bias; Ritter, Barrett,
Santoro, & Botvinick, 2017), we expect that connectionist
models would also be able to simulate the effect of linguis-
tic overhypothesis on category learning.

Model Specification

We consider the task of learning to classify object exem-
plars that vary along F' perceptual dimensions into C non-

2Unless the label occurs in a syntactic frame that suggests that
it is a mass noun, in which case learners exhibit a material bias
(Dickinson, 1988).
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Figure 2: Graphical representation of the category learning
model (for two categories and two feature dimensions). Cir-
cles indicate random variables; squares indicate fixed model
parameters. Variables shaded in gray are observed during
learning.

overlapping categories, with categories varying along one or
more of the F dimensions.

i=1,...,F; F := Number of feature dimensions
j=1,...,C; C:= Number of categories

The learner infers the underlying category structure by es-
timating the means (u) and variances (62) for each dimen-
sion of each category based on observed category exemplars
f (which are also subject to perceptual noise 62):

fij ~Normal(u; j, 67 ; +67)

If the dimension is not diagnostic of category membership,
the inferred means for that dimension will be similar across
categories. If the dimension is diagnostic, however, the means
will differ. We can represent prior beliefs about which dimen-
sions are diagnostic by constraining the relationship between
the means considered by the learner:

Mits - Mic = pi ~ Normal(0,X;)

where ¥; is the covariance matrix that specifies the relation-
ship between sampled category means. This relationship is
best illustrated by considering the corresponding® correlation
matrix R;. The off-diagonal entries in R; define the probabil-
ity space over sampled pairs of category means u; for a given
dimension i (Fig. 3A): if the correlation value is close to 1,
the means sampled by the learner are almost identical; if it
is 0, the means are uncorrelated. Thus, by constraining the
correlation values, we can manipulate the extent to which the
learner considers a given dimension as being diagnostic of
category membership.

The prior over the correlation values is a function of the
bias vector k, which is sampled from a Dirichlet distribution

3R; = [diag(X;)] /2%, [diag(%;)] /2
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with the parameter a (Fig. 3B). It is a that determines relative
biases over different category dimensions and, as such, serves
as an overhypothesis during learning (Figure 2).

ki,...,kp ~ Dirichlet(a)
k) ifuv

. Yu,vel,...C
1 otherwise

Corr(yi,vnui,u) = {

The correlation coefficients are a function of k. The rela-
tionship between them is nonlinear because a small change in
the correlation values close to 1 will result in a more radical
change in the distribution of sampled means compared to a
change when the values are lower (Fig. 3C). Therefore, we
transform the bias values k sampled from the Dirichlet dis-
tribution using a power function with the exponent parameter
1/, and further scale the resulting value so that it lies within
the range of -1 to 1:

Fk) = (kT —0.5) %2

Parameter y determines how conservative the learner is
when generating hypotheses (Fig. 3D). Larger values mean
that the learner is less likely to discover category structure
that has been assigned low probability by the prior.

Note that, since the bias values are drawn from the Dirich-
let distribution, they are interrelated such that |k| = 1. If
the prior is biased toward a particular dimension, the learner
will be less likely to discover category distinctions based on
other dimensions. Therefore, the model illustrates the general
principle of label-based category learning: the presence of la-
bels will boost learning in cases where true category structure
aligns with the prior and hinder it when it doesn’t.

Results

The setup We tested the model using a setup that aimed
to approximate the experiments in Brojde et al. (2011). The
model was trained on data from 2 categories, with 8 exem-
plars in each (Fig. 4). Exemplars varied along 2 dimen-
sions, from now on referred to as “shape” and “material”.
The shape dimension had a high prior probability of being
diagnostic during label-based learning, and material had a
low prior probability; during the label-free condition, prior
probabilities for the two dimensions were equal. We consid-
ered three learning scenarios: label-based learning where the
label-induced prior aligns with true category structure (’right
bias”), label-based learning where the prior doesn’t align with
true category structure ("wrong bias”), and label-free learning
(no bias”).

Similarly to the experimental setup in Lupyan et al. (2007)
and Brojde et al. (2011), the model was presented with all 16
stimuli in each learning block. We fitted the model to the data
using the Python-based probabilistic programming language
PyMC3 (Salvatier, Wiecki, & Fonnesbeck, 2016) and evalu-
ated the model’s performance by predicting exemplars’ cate-
gory membership based on the estimated means and standard
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Figure 4: Category exemplars varied across two dimensions
(“shape” and “material”), only one of which was diagnostic.
The axis units are arbitrary.

deviations for each category. We held constant the amount
of perceptual noise (62 = 1), the nonlinear transform param-
eter (Y = 10) and the values of the overhypothesis param-
eter (label-based condition, right bias: a = (10,1); label-
based condition, wrong bias: a = (1,10); label-free condi-
tion: a = (10, 10); see Fig. 3B for resulting probability distri-
butions over the bias k). Note that we made a simplifying as-
sumption that, in the absence of word labels, the learner will
have no bias toward either dimension; in practice, a would
likely reflect both word-induced biases and general catego-
rization biases. Further, although we keep a fixed, such over-
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hypotheses can, in principle, be learned from data (Kemp et
al., 2007).

Main results We found that the model was able to repro-
duce the difference between the labeled and the non-labeled
conditions for both experiments (Fig. 5). In Lupyan et al.
(2007), the categories were shape-based, and so the label-
induced prior was beneficial for learning, as illustrated by our
model; in contrast, Brojde et al. (2011) used categories that
could be either facilitated or hindered by the label-induced
prior, and our model successfully captured this distinction.

In order to quantitatively estimate the strength of the pre-
dicted effect, we simulated item-level predictions (with 75
participants per condition) and analyzed them using a mixed
effects logistic regression model (the experimental papers
report ANOVA statistics, but this is not recommended for
accuracy data; Jaeger, 2008). The model we used was
accuracy ~ condition x block 4 (1|item), fitted with Ime4
(Bates, Michler, Bolker, & Walker, 2015). We found the
main effect of bias in both directions (right bias: B =
1.10, SD =0.14; wrong bias: = —1.01, SD =0.12), as well
as the main effect of block (B = 0.48, SD = 0.04), indicating
that model performance improved over time. We also ob-
served an interaction between block and condition (right bias:
B =—-0.25, SD = 0.05; wrong bias: § = 0.27, SD = 0.05),
reflecting the fact that, at the end of learning, the model per-
formed equally well under all three conditions, despite differ-
ences in initial performance.
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Figure 6: Effect of y on the label advantage effect. A nonlin-
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the difference between all three conditions, whereas for a lin-
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The nonlinear transform effect We additionally examined
a version of the model where the bias values k mapped lin-
early onto the correlation values (Y = 1; Fig. 6). We found
that, when the mapping was linear, the difference between
the right bias and the no-bias conditions was not significantly
different from 0 (p = 0.13, SD = 0.15) and the difference
between the wrong bias and the no-bias conditions was re-
duced (B = —0.68, SD = 0.14). This change in the result
pattern is likely caused by the fact that a smaller value of
gamma imposes a softer constraint on the correlation values
of the means (Fig. 3D), which, in turn, makes the learner more
likely to consider hypotheses that have lower probability un-
der the prior and thus to discover the relevant dimension(s)
even if the prior was not biased toward it. We conclude that,
in order for the label advantage effect to appear, the learner
needs to not only be biased toward the relevant dimension,
but also to be restricted with respect to what category struc-
tures she can consider under both label-based and label-free

conditions.

Discussion

We have proposed a computational account of the relation-
ship between verbal labels and category learning. It posits
the existence of overhypotheses that differ between word-
based category learning and category learning in the absence
of word labels. We show that an overhypothesis biased to-
ward certain dimensions of the input stimulus can either fa-
cilitate or hinder learning depending on whether or not the
privileged dimension is relevant for distinguishing these par-
ticular categories. This result explains the behavioral findings
by Lupyan et al. (2007) and Brojde et al. (2011), which were
not predicted by alternative models (the labels-as-features hy-
pothesis and the label-feedback hypothesis), neither of which
can account for the hindering effect of verbal labels under
certain conditions.

Implications for language and thought The hierarchical
Bayesian model presented here describes a set of compu-
tational principles that link learning perceptual categories
and learning word meanings. We see that category learning
can proceed via the same mechanism with or without ver-
bal labels, but the learner can utilize probabilistic information
about already known word meanings to infer the likely struc-
ture of a novel category. We therefore consider word mean-
ings to be a subset of concepts more broadly (Jackendoff,
2002), with verbal labels inducing specific expectations over
the structure of such concepts. Our model posits that linguis-
tic and conceptual processes are distinct but interrelated and
provides a way to examine their relationship in a principled
way.

Application to other phenomena Although the experi-
ments we aimed to model focused on shape bias, our model
can be generalized to explain a number of other differences
observed between label-based and label-free learning. For in-
stance, the framework we propose can be used to model the
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effect of iconicity on category learning (Lupyan & Casasanto,
2015) by introducing a prior defining the correspondence be-
tween the perceptual properties of the label j and the mean
value of the category j along a given dimension i. Further-
more, in the current model, the prior over category dimen-
sions defines not only which dimensions are relevant, but also
how different dimensions compete for the learner’s attention.
A strong bias toward a particular dimension would therefore
induce a sparsity constraint, which is another reported feature
of label-based learning (e.g., Perry & Lupyan, 2014). Identi-
fying the source of the sparsity constraint and its relationship
with linguistic overhypotheses is thus a fruitful direction for
future research.

Label effect in adults vs. infants Our model aims to sim-
ulate results of label-based category learning in adults; as
such, we expect the participants to have fully developed priors
over likely word meanings, such as shape bias. Since shape
bias develops as a result of vocabulary learning (Smith et al.,
2002) and becomes more pronounced with age (Landau et al.,
1988), we do not expect it to affect categorization in infants.
Therefore, a labels-as-features model, such as Gliozzi et al.
(2009), might be more appropriate for characterizing the ef-
fects of labels on infant learning.

Overall, this paper aims to highlight the importance of for-
malizing computational principles that underlie the link be-
tween words and concepts. The notion of linguistic overhy-
potheses provides a clear and elegant way to account for the
label effects observed in prior experimental work and can be
leveraged further to explain other aspects of the word-concept
relationship. This knowledge can later be used to develop and
test mechanistic models of category learning, establish con-
straints on processing-level theories of concept learning and
use, and probe the neural substrate of concept representations
in order to elucidate when and how concepts interact with
words.
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