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Abstract 
Studies have shown that temporal chunk measures in transcrip-
tion tasks can be used to assess competence in various domains.  
However, in other tasks, chunking strategies and thus perfor-
mance differences can be highly variable across participants.  
If such individual differences are also large in transcription 
tasks this would undermine the use of chunk-based competence 
measures.  Using four stimuli with fixed spatial structures this 
experiment demonstrates that there is good consistency in 
chunking strategy across 52 participants in two types of tran-
scription tasks.  The experiment spans 16,000 data points.   

Keywords: chunking; individual differences; sequential be-
havior; transcription; competence measurement.   

Introduction 
Chunking is a foundational concept of cognitive science with 
a long history (Bryan & Harter, 1897; Miller, 1956).  It un-
derpins many theoretical explanations of cognitive phenom-
ena, such as: perception (Miller, 1956); working memory 
(Cowan, 2002); learning (e.g., Anderson, 2000; Gobet et al., 
2001); expert–novice differences (Chi, Glaser & Farr, 1988); 
control of sequential behavior (Rosenbaum, Kenny & Derr, 
1983; Cheng & van Genutchen, 2018); stages of processing, 
including perception and encoding versus motor program 
preparation and physical output (Verwey, Shea & Wright, 
2015).  A chunk is a group of mental elements that have 
strong associations with other elements within the group and 
weak associations to elements in other groups.  How big is a 
chunk?  Miller (1956) suggests 7±2 components, Cowan 
(2001) four, Gobet & Clarkson (2004) three or even two.  The 
difference in these estimates is explained by the specific def-
inition of chunk adopted and the nature of the target task.  
Miller (1958) focused on the perceptual span of short-term 
memory (STM), Cowan (2001) on tasks that fully engage 
working memory (WM), and Gobet & Clarkson (2004) spe-
cifically on chunks as perceptual schemas, templates, in the 
domain of chess.   

As learning involves the acquisition of a rich network of 
chunks (Gobet, at al., 2001), it should theoretically be feasi-
ble to assess an individual’s comprehension of a target 
knowledge domain by measuring properties of that individ-
ual’s network of chunks.  In other words, we might be able to 
evaluate a person’s knowledge or competence by determining 

the size of their chunks, notwithstanding the previous com-
ments about chunk size.   

Competence assessment using chunk measurement 
Cheng and colleagues (Albehaijan & Cheng, 2019; Cheng, 
2014, 2015; Cheng & Rojas-Anaya, 2006; Zulkifli, 2013) 
have developed assessments of comprehension with temporal 
chunk measures using simple transcription tasks in order to 
assess the structure of chunks in learners’ memories.  They 
chose transcription tasks, rather than, say, recall or problem-
solving activities, because test takers will generate nearly the 
same overall content, which has valuable benefits in terms of 
the coding of sequences of responses and ease of comparison 
across test takers (Cheng, 2014).  Two methods have been 
developed using temporal chunk signals that operate at dif-
ferent time scales.   

In the pauses in writing method (Cheng, 2014; Cheng & 
Rojas-Anaya, 2006; Zulkifli, 2013) chunking behavior was 
measured using the duration between the writing (scribing) 
of individual characters, with the stimulus constantly on dis-
play.  For instance, in non-cursive writing, a pause is the time 
between the placement of the pen on the paper at the start of 
a target stroke and the earlier time of lifting the pen from the 
paper at the end of the preceding stroke.  Pauses occur be-
tween characters and sometimes within characters (e.g., the 
‘-’ in “t”). Pause-based measures have a characteristic time-
scale of the order of 100 ms.  In transcription tasks, pauses at 
the beginning of chunks are substantially longer than pauses 
within chunks – at least twofold is typical.  Further, Cheng & 
Rojas-Anaya (2008) found three distinct levels of pauses in 
the writing of artificial sentences.  Van Genutchen & Cheng 
(2010) found four levels in the writing of sentences from 
memory at the start of sentences, phrases, words and letters.  
As a measure of competence, the third quartile of pauses, Q3, 
is a particularly useful general measure across task types and 
domains (Cheng, 2014; Cheng, 2015; Zulkifli, 2013).  

The second method is cluster-based (Albehaijan & Cheng, 
2019).  In this method participants perform a deliberate action 
of pressing a key in order to view the stimulus, which is 
masked during periods of writing when the key is released.  
The small set of characters that participants chose to process 
together on each view is called a cluster.  Three chunk 
measures were based on such clusters: (i) the number of com-
ponents per cluster; (ii) the view duration taken by the 
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participant to select and encode a cluster from the stimulus 
into memory; (iii) the writing duration to reproduce a cluster 
from memory (following each view of the stimulus).  The 
cluster-based method has a characteristic timescale of the or-
der of 1 second.  Note that a cluster is not necessarily a chunk, 
because a cluster may include more than one chunk.  

In the present experiment, both methods are investigated.  
The pauses in writing method is addressed in the Constant 
Display (CD) condition of the experiment.  The cluster-based 
method is addressed in the Deliberate View (DV) condition.    

Empirical evaluations of both methods have spanned the 
domains of mathematics (Cheng, 2014, 2015), English as a 
second language (Zulfliki, 2013), and programming (Al-
behaijan & Cheng, 2019).  Strong correlations between the 
temporal chunk measures and independent measures of do-
main competence were obtained with values commonly in the 
range 0.6-0.7.  Hence, the approach appears to have some po-
tential for competence measurement.   

Other sub-second temporal measures of action features in 
continuous writing and drawing tasks have been developed in 
order to assess competence (Ovaite et al., 2018; Stahovich & 
Lin, 2016).  Those approaches used machine learning tech-
niques to find predictive combinations of features, but require 
the logging of large amounts of data across many sessions.  
In contrast, the methods of Cheng and colleagues require rel-
atively small amounts of data, because the measures are the-
oretically derived from chunking theory.   

Although the assessment of domain knowledge using tem-
poral chunking signals appears to promise some utility, theo-
retical concerns may be raised about using measures of 
chunking in transcription tasks.  One concern is whether per-
formance manifest in simple transcription tasks can realisti-
cally represent the full range of component skills in which 
competence might be expressed.  Another concern is the po-
tential presence of substantial individual differences in se-
quential tasks – this is the focus of this paper.   

Do individual differences impact chunk measures? 
Newell’s (1973) injunction about the inappropriateness of ag-
gregating psychological data over different task strategies ap-
plies to the assessment of competence using temporal chunk 
measures.  Differences in the strategies individuals use to en-
code or to produce chunks in a task is a potential source of 
variability that may confound the accuracy of chunk 
measures by introducing a factor that is unconnected to the 
test taker’s chunk structure.  For instance, John (1996) noted 
the existence of strategic differences in transcription typing.  
More severely, Gray and Boehm-Davis (2000) found that dif-
ferences of just tens of milliseconds may produce different 
task strategies.  Yet more dramatically, Cheng & van Ge-
nutchen (2018) discovered that substantial strategic differ-
ences occur between individuals in their writing of the same 
sentence from memory.  Participants memorized sentences 
with a fixed five-level hierarchical structure, which they then 
wrote from memory in a non-cursive fashion.  Cheng & van 
Genutchen (2018) analyzed pauses between successive 
strokes, letters, words, phrases and sentences.  They found 23 

different strategies were exhibited by their 32 participants, 
which they explained in terms of the alternative scheduling 
patterns that were used to interleave the retrieval of chunks 
from memory and the initiation and execution of motor ac-
tions.  The different strategies impact the duration of pauses 
at the start of the writing of new chunks by as much as 500 
ms, which is noteworthy as this is in the absence of any ef-
fects due to stimulus perception and encoding processes, as 
stimuli were written from memory.   

The presence of such strategic differences might substan-
tially hamper the reliability of temporal chunk measures by 
being sources of variability that is quite unrelated to perfor-
mance differences due to the chunk structures, which the 
chunk measures are intended to record.  So, this paper exam-
ines whether temporal chunk measures of competence may 
be susceptible to such individual differences that would un-
dermine the viability of stimulus transcription approaches to 
competence measurement.  

The approach we adopt follows McLean & Gregg’s (1967) 
and Cheng & Rojas-Anaya’s (2005, 2008) paused-based 
chunking studies.  They induced chunk structures into partic-
ipants’ memory in order to achieve consistent hierarchical 
chunk structures across participants.  In an analogous fashion, 
participants in the present experiment will transcribe arbitrary 
stimuli with a fixed structure determined by their spatial lay-
out.  Fig. 1 shows truncated examples of the stimuli.  The 
characters alternate between a single letter and a single num-
ber, which were selected at random.  Stimuli have the follow-
ing structure: S1 – uniform list; S2 – sets of 2 characters; S3 
– sets of 3 characters; S4 – sets of 4 characters.  S3 is 39 char-
acters long and the rest 40.   

Each character in a stimulus is an element of this domain 
as participants are familiar with roman letters and Hindu-Ar-
abic numerals.  Being randomly generated, no particular se-
quence of characters is likely to be meaningful to partici-
pants, so it is presumed that participants will process charac-
ters in small groups that are bound temporarily in working 
memory.  Such groups of characters are called clusters rather 
than chunks, for two reasons.  First, the connection between 
the characters is one of binding in WM rather than associa-
tion in long term memory.  Second, in a single view of the 
stimulus a participant may encode sets of characters as one 
chunk or as a hierarchical structure with two (or more) groups 
containing two (or more) characters (Rosenbaum, Kenny & 
Derr, 1983), which leaves open whether the whole group or 
each sub-group should be properly designated as chunks.   

How can the transcription of these stimuli inform whether 
individual differences may degrade temporal chunk signal 
measures of competence?  This is the logic.  (a) Encoding: 
assume that participants use the sets in the stimuli to encode 
the clusters of characters they use during transcription.  (b) 

S1.   9 g 2 b 6 d 7 f 5 w 1 c . . . 
S2.   z8 3b n2 7a y5 3e m9 . . . 
S3.   2b3 n5w 6t2 a7n 9g4 . . . 
S4.   2d6v y7b4 3e9k 2t6r . . . 

Figure 1.  Sample stimuli (initial 12 to 16 characters) 
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Production: given clusters of the same size, assume partici-
pants are consistent in their output of those clusters, then the 
size of groups of characters produced will be consistent and 
the patterns of pauses associated with clusters of that size 
should also be consistent.  If (a) and (b) both hold, then this 
provides good evidence that effects of individual differences 
are not substantial.  However, if participants are not con-
sistent in their size of clusters they encode or not consistent 
in their patterns of pauses, then it is impossible to claim that 
individual differences are not having an adverse impact, be-
cause either (a) or (b) may be responsible.  If (b) is responsi-
ble then individual differences have a negative impact.  If (a) 
is responsible the experiment cannot provide evidence for the 
absence of any negative impact of individual differences.  Ei-
ther way the claim that individual differences are not an issue 
cannot be dismissed.  With S1 it is likely that participants will 
vary in the size of clusters, so encoding condition (a) may not 
hold.  As we will see, both conditions (a) and (b) appear to 
hold for S2, S3 and S4.   

 

Method 
The experiment was conducted as part of a larger study about 
programming competence using chunk measures.   

Design. The experiment was a within participants design, 
with two transcriptions modes: Constant Display (CD) and 
Deliberate View (DV).  The CD mode implements the 
paused-based method and the DV mode the cluster-based 
method.  Stimuli S1 to S4 (Fig. 1) were used.   

Participants.  The 52 participants were students and mem-
bers of staff in the Department of Informatics at the Univer-
sity of Sussex. Their age ranged from 18 to 59 years 
(mean=22.3), and 35 were male, 16 females and 1 unspeci-
fied.  They received £8 for participating. 

Materials. The experiment was conducted using a standard 
graphics tablet (Wacom – Intuous3).  It was connected to a 
PC running a logging program written in our lab that provides 
millisecond accuracy for the capture of pen strokes.  Partici-
pants wrote with an inking pen on a response sheet on the 
tablet. The response sheet was printed with a grid of 17 lines; 
each consisting of 42 spaces for the writing of separate char-
acters. The sheet was designed for non-cursive writing in or-
der to provide character level pause data.  Participants 
adapted to this style of writing quickly and like Cheng (2014) 
and Albehaijan & Cheng (2019).  It does not appear to have 
adversely affected other aspects of their performance.   

Procedure. Half of the participants started in the CD mode 
and the other half started with DV mode.  In both CD and DV 
modes, the stimuli were presented to the participants in the 
same order, from S1 through to S4.  

Participants held the pen in their preferred hand.  They 
were trained to: start writing at the beginning of each line; 
start writing as soon as the stimulus is revealed; copy the 
stimuli as quickly and as accurately as possible, but without 
spaces; continue writing without correcting if they made a 
mistake; start each trial with writing a hash (#) on the line 
above the response field; in the DV mode, to hold down the 

special key to reveal the stimulus and write only when the 
stimulus key is released.  The participants easily complied 
with these requirements and were fluent after a few practice 
trials.  The purpose of the initial # is to ensure a pause data 
point is available for the first character.  Cheng (2014) and 
Albehaijan & Cheng (2019) reported that imposing similar 
trial requirements did not affect the reliability of the results.   

From the data logs in the DV transcription mode we calcu-
lated the number of characters per cluster.  For both the DV 
and the CD modes the pause before the making of each pen 
stroke was computed and locations of strokes were used to 
label strokes as the first or subsequent stroke in a character.   

Results 
The DV and CD modes are analyzed in turn.  All between 
participants comparisons use 2-tail t tests and are reported as 
four-tuples in the form [n, t, p, d].  In most cases n=52, but 
data was lost in two trials due to a technical problem.   

Cluster size in DV mode – cluster-based method 
The cluster sizes (number of characters between stimuli 
views) and mean cluster sizes are given in row 1 of Table 1.  
There is little difference in size among the stimuli, with a 
value close to four, which matches Cowan’s (2001) chunk 
size.   

However, this uniformity is an artefact produced by aggre-
gation across participants.  The modal cluster size for each 
participant was identified and the frequency of these cluster 
sizes are plotted in Fig. 2 for each stimulus.  The mode is used 
because clusters are composed of discrete numbers of ele-
ments and to provide an unambiguous comparison to the 
character set sizes of the stimuli.  (In the few cases with more 
than one modal cluster size, the contribution of each cluster 
size to the mean frequency was weighted in proportion to the 
number of modes.)  Participants on S4 are highly consistent 
with nearly all having the most common modal cluster size 
of 4.  The majority of participants (≥30) in S1, S2 and S3 have 
the same most frequent modal cluster size of 4, 4 and 3, re-
spectively, so are reasonably consistent.  Of the modal cluster 
sizes that are not the most frequent in S2 and S3, it is inter-
esting that they are double or half the size of the most com-
mon mode for that stimulus.  In contrast, S1’s next most fre-
quent clusters sizes are 3 and 5, which suggests that cluster 
size in S1 may reflect participants’ WM capacity, with a typ-
ical size of 4 elements per cluster (c.f., Cowan, 2001) and a 
normal distribution of variability around that.   

Table 1.  Mean size of clusters for each stimulus 
Stimulus S1 S2 S3 S4 Mean 

(1) Mean size 4.06 4.30 4.13 4.01 4.13 
SD 0.699 1.099 0.978 0.559 0.833 

(2) Mean individual 
consistency 

0.600 0.707 0.683 0.713 0.676 

SD 0.184 0.189 0.212 0.210 0.199 

(3) Mean consistency 
mode=stim 

0.669 0.740 0.776 0.768 0.738 

SD 0.067 0.229 0.007 0.187 0.123 
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At a lower level, the individual consistency is the propor-
tion of a participant’s clusters whose size equals their per-
sonal modal size (i.e., number of clusters of modal size di-
vided by total number of clusters, which is unity when all a 
participant’s clusters are the same size).  Table 1 row (2) 
gives the mean individual consistency across participants.  
Overall, participants use their modal cluster size about two 
thirds of the time, but this is clearly lower for S1 compared 

to the rest with medium, or near medium, effect sizes (in t 
tests S1 vs S2 = [52, 3.70, 0.0005, 0.554], S1 vs S3 = [52, 
2.68, 0.006, 0.411], S1 vs S4 = [52, 4.11, 0.001, 0.630]).   

Mean consistency mode=stim, Table 1 row 3, is the indi-
vidual consistency for just those participants whose personal 
modal cluster size equals the most common cluster size of the 
stimulus (i.e., S1-4, S2-4, S3-3, S4–4; see Fig. 2).  Overall, 
these participants use their modal cluster size about three 
quarters of the time, but this declines to two thirds of the time 
for S1.  So, participants have a moderate level of intra-task 
consistency, especially for S2, S3 and S4.   

Drilling down further, Fig. 3 shows the distributions of 
cluster sizes used by each participant across the stimuli.  
Clusters with low frequency may be due to omissions of char-
acters in writing, so the few isolated instances of clusters size 
3 in S4 may be disregarded, for instance.  As expected, Figs. 
3.S1-S4 shows modal cluster sizes that are consistent with the 
values in Fig. 2.  Close inspection of the figures reveals an 
interesting pattern among stimuli in terms of the numbers of 
clusters of each size.  S4 is dominated by clusters of 4, with 
small “tails” of size 2, 3 and 5 clusters.  S3 is dominated by 

S1  

  

S2  

 

S3  

 

S4  

 
 

Figure 3.  Cluster patterns across stimuli for each participant.  Participants are ordered by their total number of clusters.   
(The bar heights do not decline monotonically because the few instances of cluster sizes of 1 and ≥8 are not shown.)   
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Figure 2.  Frequency of modal cluster size across stimuli. 
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size 3 clusters, but less so than the size 4 clusters in S4.  S3 
also has tails of size 2, 3 and especially of size 6, which are 
clearly more substantial than the tails of S4.  In S2 clusters of 
size 4 are most frequent, but less consistent than the most 
dominant clusters in S3 and S4.  Further, S2 has prominent 
tails of cluster size 2 and 6.  This pattern of declining domi-
nance of the most frequent cluster size and the growing size 
of tails is most apparent in S1, which has clear tails for cluster 
sizes of 2, 3 and 5.  In sum, the consistency is low for S1 and 
grows to a maximum for S4. 

Pause measures in CD mode – pauses in writing 
Pauses are the primary measure in the CD mode.  First quar-
tile, Q1, and third quartile, Q3, have been useful in previous 
studies of transcription performance (e.g., Cheng, 2014, 
2015).  Q1 represents the typical pause before a character 
(within a cluster) and is relatively constant across stimuli.  Q3 
represents the duration of long pauses that likely occur at the 
beginning of clusters.  Table 2 shows mean Q1 and mean Q3 
pauses of all strokes.  Note the greater than twofold difference 
between Q1 and Q3 values, which are large effect sizes (Ta-
ble 2, Q3 vs Q1).  Q3 decreases from S1 to S4, monotonically, 
and the successive differences are clear and large for S1 to 
S2, and S2 to S3, but less so for S3 to S4 (Table 2, Q3: Sk to 
Sk-1).  The longer pauses suggests that participants do more 
processing in stimuli with the small sets of characters.   

Two approaches are taken to analyze the consistency of 
cluster sizes in the CD mode.  Because we are interested in 
strategic differences rather than simple differences in laten-
cies, both approaches use mean z-scores of pauses (computed 
using the mean and SD of each participant on each stimulus).   

The first approach finds the duration of pauses of the first 
stroke made in each cell of the response sheet, see Fig. 4.  S1 
is at the bottom of the stack of graphs and the long sequences 
are pause z-scores for each of the 39 or 40 characters in a 
stimulus.  The four short sequences on the right are groupings 
with different numbers of successive characters (e.g., posi-
tion ‘1’ in the size 4 group is the mean z-score of characters 
1, 5, 9, 13, etc. in the response sequence).  In effect, they ex-
amine whether different cluster sizes have unique patterns of 
pauses.    

S4 has a distinct pattern of size 4 with a long pause fol-
lowed by three short pauses, with the middle of these three 
being longer than the other two – a long-short-medium-short 
pattern.  The absolute value of the long pauses are three times 
that of the rest.  Comparing the groups of different size, it is 
clear that size 4 is most appropriate for S4.  The pause of the 
first character in size 2 group appears to be a simple aggerate 
of the first and third pauses in size 4 group.  Neither the size 
3 nor size 5 groups show a position-related pattern of pauses. 

Similarly, S3 also has a consistent pattern with a group size 
of 3 – a long-short-medium pattern.  None of the other group 
sizes have a position-related pattern of pauses.   

A long-short pattern is clearly apparent for S2, but it is less 
consistent than those of S4 and S3: pauses in positions 7, 35 
and 39 are lower than usual, but are still longer than their fol-
lowing pauses.  The group size of 4 also has a distinct pattern 
in S2 formed of a pair of long-short sequences: pauses at po-
sition 1 is shorter than in S4, the pauses in position 3 are 
longer than in S4.   

Clearly, by inspection, the patterns to the left of Fig. 4, 
within and between S4, S3 and S2 are most unlikely to be due 
to chance.  Nevertheless, let us apply the binomial test to the 
sequences.  The chance of the first pause in each cluster being 
the longest are 1/4, 1/3, and 1/2, the number of clusters are 
10, 13 and 20, for S4, S3 and S2, respectively.  As the first 
value in each and every cluster is the longest, the probability 
of these patterns occurring by chance are all p=1*10-6, 
p=0.7*10-6 and p=1*10-6, respectively.   

S1’s graph in Fig. 4 clearly shows it is the least consistent 
of all the stimuli.  Group sizes of 2, 3 and 4 have distinct, but 
weak, patterns suggesting that some participants may have 
dominant clusters sizes of 2, 3 or 4.  Note the very elevated 
pause of the first character – an absolute pause of 2.2 seconds.  

Table 2.  Q1 and Q3 pauses across stimuli  
Measure S1 S2 S3 S4 

Q1 302 289 261 279 
SD 109 100 97 101 

Q3 1035 955 823 774 
SD 328 349 293 256 

     

Q3 vs Q1 
[n, t, p, d] 

[51, 16.1, 
<10-6, 1.66] 

[52, 13.7, 
<10-6,1.52] 

[51, 14.8, 
<10-6, 1.58] 

[51, 16.3, 
<10-6, 1.57] 

     

Q3: Sk to 
Sk-1 — [51, 3.51, 

0.001, 0.24]  
[51, 3.35, 

0.002, 0.41] 
[51, 2.51, 

0.054, 0.165] 

 

 
Figure 4.  Stacked graphs for stimuli’s z-score pauses for successive characters.  

Whole stimulus (left) and positions within groups of size 2 to 5 (right).  Horizontal line through each curve is z=0 for that stimuli and distance between lines 
equals 3 z units.  Thick lines – means; thin lines – SDs. 
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This may reflect the time participants needed to initially de-
cide upon a chunking strategy for S1.   

A concern with the first analysis is that it assumes partici-
pants reliably produced clusters with a constant size.  If a par-
ticipant switches cluster size or accidently misses a character 
this will offset the position of the following characters and so 
scramble the analysis of the rest of the sequence.  The second 
analysis method addresses this concern by working in the op-
posite direction to determine cluster sizes by counting the 
number of characters between long pauses.  The overall ap-
proach is to find a pause threshold that, ideally, produces one 
modal cluster size for each participant.  Five steps are applied 
iteratively.  (1) A pause z-score threshold is set to identify 
long pauses.  (2) Using that threshold clusters are found and 
their sizes noted.  (3) For each participant, large cluster-
groups with five or more clusters, each containing the same 
number of characters, are counted.  Typically there is one 
such group.  (4) A total of the large cluster-groups is tallied 
across participants.  (5) Iteratively, the threshold in step (1) is 
adjusted so that a total number of large cluster-groups in step 
(3) equals the number of participants (i.e., 52).  Ideally, each 
participant would have one large cluster-group (of ≥5 clus-
ters), but some may have none or more than one, for a given 
pause threshold.  Fortunately, the outcome is close to this 
ideal with just 1 to 4 participants, per stimulus, having none 
or more than one large cluster-group.   

The z-score pause thresholds for S1 to S4 are 0.16, 0.13, 
0.33 and 0.38, respectively.  The higher thresholds for S3 and 
S4 suggests that the chunking behaviour in S3 and S4 is more 
regular than in S1 and S2.  Fig. 5 shows the frequency of 
clusters by size for all participants for these thresholds.  S2 
and S3 are consistent with dominant cluster sizes of 2 and 3, 
respectively.  S4’s size 4 is in the majority, but size 2 is also 
substantial.  S1 is the least consistent with a spread of sizes 
from one to six characters.  Different combinations of large 
cluster-group frequency (other than 5) and pause thresholds, 
within reason, produce similar distributions.     

Overall, the two analyses for the CD transcription mode 
show participants are relatively consistent with each other in 
S2, S3 and S4, but relatively inconsistent in S1.   

Discussion  
This experiment examined whether there are substantial indi-
vidual differences in chunking strategy in the process of tran-
scription.  The consistency is high for S2, S3, and especially 
S4, across both the deliberate view (DV) and constant display 
(CD) modes.  This suggests that individual differences in 
chunking strategy may not substantially impact the cluster-
based or the paused-based measures of chunking behaviors 
developed by Albehaijan & Cheng (2019), Cheng (2014, 
2015), Cheng & Rojas-Anaya (2006) and Zulkifli (2013).  In 
terms of the logic of the experiment, it is likely that both (a) 
the encoding of the spatial structure of the stimuli and (b) the 
written production of clusters are consistent across partici-
pants.  It is implausible that there could be large inconsisten-
cies in (a) that just happen to cancel out inconsistencies in (b), 
because they are different processes.  So, the experiment 
gives additional reassurance that chunk measures of compe-
tence are reliable measure of domain competence.   

It should be noted that the task – transcription – and the 
experiment’s test environment are similar to that used in our 
previous work on competence methods, so in these regards 
the present findings can reasonably be considered to support 
the validity of those methods.  However, the stimuli are arti-
ficial meaningless strings, which raises the question of 
whether the observed consistency is due to some unaccounted 
for feature of the stimuli design.  Such concerns are allayed 
by the systematic difference in participants consistency on S3 
and S4 compared to S1, and to a lesser extent S2, which differ 
only in the size of the sets.  Participants behaviour can sensi-
bly be attributed to chunking processes related to the overt 
structure of the stimuli.   

Further, the findings for S1 show that individual differ-
ences can occur in transcription tasks.  S1 does not provide a 
spatial structure, so participants must pick their own cluster 
size, which leads to substantial individual differences in both 
DV and CD modes.  S1 has the longest Q3 pauses (Table 2) 
and starts with an elevated pause (Figure 4), which may re-
flect the time for such a strategic decision about chunk size, 
that are seemingly absent in S2, S3 and S4.   

The dominant cluster size in the DV mode is 4 characters 
for S1, S2 and S4 and size 3 for S3 (Figs. 2 & 3).  In the CD 
mode clusters of size 2 features strongly in S1, S2 and S4, 
and size 3 in S3 (Figs. 4 & 5), and also size 4 in S4.  Cluster 
sizes of four or less are within Cowan’s (2001) WM chunk 
size estimate.  The smaller cluster sizes in the CD mode 
seems to indicate that participants are choosing not to load 
their WM fully, as they could easily reinspect the stimuli with 
quick eye movements.  The performance on S4, in particular, 
supports this view given the high proportion of size 2 chunks 
(Fig. 5) compared to the DV mode.  The size 2 chunks could 
be generated by splitting each set of 4 characters in two.  In 
contrast, the DV mode might have encouraged the filling of 
WM in order to limit the number of relatively laborious ac-
tions needed to reveal the stimulus.   

The results between and within the stimuli suggest that one 
cluster is one chunk in transcription.  However, this is not the 
full picture.  The pause z-scores of size 4 clusters for S4, and 

 
Figure 5.  Number clusters with 1 to 6 characters across all 

participants.  
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size 3 clusters for S3, in Fig. 4 suggest that these cluster may 
consist of two sub-chunks, because of the elevated pause of 
the third character in both cases.  The elevated pauses sug-
gests that some additional processing is required in order to 
produce the second pair of characters in S4 clusters, or the 
third character in S3 clusters; processes such as the retrieval 
or reactivation of the second sub-chunk.  Rosenbaum, Kenny 
& Derr (1983) explain long-short-medium-(short) pause pat-
terns in terms of hierarchical encoding and processing of 
chunks.   

Finally, we note two points.  First, it would be interesting 
to extend the experiment to stimuli with sets of five and six 
characters to investigate whether participants can use larger 
clusters and how they decompose them into sub-chunks.  Sec-
ond, the assessments of cluster sizes presented here suggest 
the possibility of new types of temporal chunk measures, 
which we plan to investigate in future studies.   
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