What is an extreme outcome in risky choice?
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Abstract

Numerous experiments have suggested that extreme outcomes
are disproportionately influential when we make decisions in-
volving risk, but there is less consensus on what it actually
means to be extreme. Existing accounts broadly fall into two
categories: those that suggest that the best and worst outcomes
are uniquely influential and those that suggest that outcomes
become more influential with increasing deviation from the
centre of the distribution. We conducted two experiments that
aimed to tease apart these explanations. Although there was
some evidence that the distance from the centre influences
memory, neither account was able to fully explain the choices
made by participants. This finding has implications for the vi-
ability of these explanations as well as for the generalisability
of the effect and the interpretation of the method used to assess
memory.
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Introduction

When answering a question like "how was your weekend?",
our responses are usually full of highs and lows. We’ll talk
about the perfect weather at the beach or a disastrous attempt
at baking a cake, while omitting the majority of the experi-
ence that was merely "fine". These highs and lows have a
disproportionate influence on our behaviour and importantly
this depends on more than just aspects of the experience in
isolation (Schmidt, [1991). A trip to the beach that was re-
membered one weekend might have been almost completely
forgotten the weekend that you went skydiving from 14,000
feet—what matters is its relative position within its context.
The influence of these highs and lows extends far beyond
the way you recount your weekend and there is growing evi-
dence that they play a role in the way people make decisions
involving risk. This was initially demonstrated in a series
of experiments that required participants to make choices be-
tween multiple pairs of options and to learn about the out-
comes associated with each option through experience (Lud-
vig, Madan, & Spetch| [2014)). In the simplest version of this
task, participants made interspersed choices between a low-
value pair and a high-value pair that each consisted of a safe
and risky option that had equal expected value. This design
ensured that the risky low-value option sometimes resulted
in the worst outcome and the risky high-value option some-
times resulted in the best. Although the safe and risky op-
tions within each pair had equal expected value, participants

displayed greater willing to choose the risky option when de-
ciding between the high-value pair where it allowed the pos-
sibility of acquiring the best outcome than in the low-value
pair where it might have resulted in the worst outcome.

Based on these experiments, [Ludvig et al.| (2014} devised
an extreme-outcome rule that the outcomes with the high-
est or lowest values in a given context are more influential
than they should be relative to the intermediate outcomes.
They also provided evidence that these extreme outcomes are
more likely to come to mind and that their frequency is over-
estimated (Madan, Ludvig, & Spetch, 2014). This paints a
picture in which the best and worst outcomes are uniquely
advantaged in memory and that this leads to a unique influ-
ence over our decisions, but this is not the only interpretation
that is compatible with the evidence. All of these experiments
have involved pairs of options that were symmetrically posi-
tioned so that the best and worst outcomes were equidistant
from the centre, and therefore, identical results would have
been acquired if outcomes, instead, become more influential
the further they deviate from the centre of the value distri-
bution. In other words, it is possible that instead of unique
extreme outcomes, what matters is degrees of extremity.

The idea that extreme outcomes are unique was heavily in-
fluenced by the peak-end rule, which was devised to explain
a curious phenomenon regarding the way people remember
events: they seem to neglect the duration of experiences and
instead evaluate events based on a small number of salient
aspects, including the best or worst moments (for a review,
see [Fredrickson, 2000). The extreme-outcome rule appears,
at least superficially, to be little more than a generalisation of
this rule to include decisions involving risk, but there are also
non-trivial differences between phenomena that they seek
to explain. The peak-end rule was based upon experiences
that were continuous, affect-laden, and for which there was
no easily applicable aggregation strategy, such as averaging.
Contrast this with the discrete numerical outcomes used in the
tasks conducted by [Ludvig et al.| (2014) and the connection
between the two might seem somewhat more equivocal—or
at least not entirely self-evident.

This is particularly pertinent given that there are several
alternate theories in which the influence of outcomes is pro-
portional to their distance from the centre of the distribution
of experienced values. One notable account suggests that
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biasing memory retrieval towards the edges of the distribu-
tion offers a rational strategy for allocating limited resources
(Lieder, Griffiths, & Hsul 2018). Another suggests that in-
terference between items leads to better memory for items
that are towards the edges of a distribution because they pos-
sess fewer neighbours (Brown, Neath, & Chater, [2007). This
model has successfully explained results spanning a large
number of domains—although there is some evidence that
it might not be driving the effect in risky choice (Ludvig,
Madan, McMillan, Xu, & Spetch, 2018). Yet another ac-
count suggests that increased memory for extreme outcomes
is caused by greater prediction error for outcomes further
from the average experienced outcome (Rouhani, Norman,
& Nivl 2018).

There are numerous accounts of the disproportionate influ-
ence of extreme outcome and the peak-end rule is clearly not
the only theory relevant to risky choice. The aim of this pa-
per was to tease apart the explanations that consider extreme
outcomes as unique and those that characterise extremity as
increasing with distance from the centre.

Experiment 1

The aim of the first experiment was to examine whether pref-
erences regarding the best and worst outcomes are influenced
by their distance from the centre of the distribution of expe-
rienced outcomes (see the design section for more details).
Experiment 1a and 1b were identical except that in the latter,
the context options were presented twice as often and the out-
comes associated with them were pushed closer towards the
best or worst outcome in order to strengthen the manipula-
tion. The difference between conditions in their average out-
come was doubled from around 20 points in Experiment la
to 40 points in Experiment 1b—equivalent to half the range
of the experienced outcomes.

Methods

Participants A total of 210 undergraduate psychology stu-
dents from UNSW Sydney participated in Experiment 1 (80
in Experiment 1a and 130 in Experiment 1b). The average age
was 19.6 years (SD = 3.5) and 146 participants were female.
In addition to receiving course credit, they were able to earn
a small amount of money depending on their performance in
the task (M = AU$5.10, SD = AU$2.74).

Design The decision task required participants to make a
series of choices between pairs of coloured squares represent-
ing options (see [Figure T)). Similarly to the experiments con-
ducted by [Ludvig et al.,| (2014), a total of four options were
presented in an interspersed fashion—two pairs, each con-
sisting of a risky option and a safe option that always resulted
in the expected value of the associated risky option (see
[ble T)). Participants were not given information about the dis-
tribution of outcomes associated with each option but instead
were able to learn about the options by clicking on them and
receiving feedback on the number of points won. No feed-
back was given for the option that was not chosen.

1843

10
points

Figure 1: Example of a standard trial in Experiment 1.

Table 1: The number of points associated with each option in
Experiment 1. Each of the outcomes associated with a risky
option occurred with equal probability. The greater propor-
tion of Context trials in Experiment 1b contributed to the in-
creased difference between the averages of the conditions.

Low average High average

Safe Risky Safe Risky

Experiment 1a  Target 50 10/90 50 10/90
Context 30 20/40 70  60/80

Experiment 1b  Target 50 10/90 50  10/90
Context 20 15/25 80  75/85

One of the pairs (target options) was identical across the
two conditions. The risky target option resulted in either the
best outcome (90 points) or the worst outcome (10 points)
with equal probability. Choices between this option and the
equivalent safe option were used to determine whether the
best and worst outcomes exerted a different degree of influ-
ence depending on their distance from the centre. A second
pair (context options) was included solely to manipulate the
distribution of points experienced during the task so that the
centre was closer to either the best or worst outcome.

In the Low-average condition, the outcomes associated
with the context options were adjacent to the worst outcome
(e.g., 15, 20, and 25 points) so that the worst outcome was
much closer to the average than the best outcome. Likewise,
in the High-average condition, these outcomes were adjacent
to the best outcome (e.g., 75, 80, and 85 points) so that the
best outcome was much closer to the average than the worst
outcome. If the distance between an outcome and the centre
of the distribution determines whether it is disproportionately
influential, participants should have chosen the risky target
option more often in the Low-average condition where the
best outcome is an outlier than in the High-average condition
where the worst outcome is an outlier.

In addition to trials that involved choices between either
the target options or context options, there were also catch
trials that involved a choice between one target option and



one context option. Finally, there were a number of single-
option trials designed to prevent participants from completely
avoiding an option that was initially unfavourable. Partici-
pants completed five blocks that each consisted of 48 trials
in Experiment 1a (12 target and context trials, 16 catch trials,
and eight single-option trials) or 60 trials in Experiment 1b
(12 target trials, 24 context trials, 16 catch trials, and eight
single-option trials).

Procedure Upon entering the laboratory, participants were
told that the experiment involved a decision task in which
they would have the opportunity to earn real money based
on the choices they made. At the start of the task, detailed
instructions were presented on the computer screen includ-
ing that one decision would be randomly selected following
completion of the experiment and that they would be paid
$1 for every ten points earned on that choice. Participants
then completed the decision task followed by two measures
of memory: participants were asked to report the outcome
that came to mind first and estimate the frequency of each
outcome when presented with the stimulus associated with
each outcome in random order.

Analysis All posterior distributions were determined by
Hamiltonian Monte Carlo using the brms package in R
(Burkner, 2017). Weakly regularising priors were used for
each parameter: for the logistic regression models, Gaussian
distributions with a mean of 0 and standard deviation of 1
were used for the intercept and slope parameters and a half-
Cauchy distribution with a location of 0 and scale of 1 was
used for the standard deviation parameter in the hierarchical
model of choices. For the percentage estimates, a Gaussian
distribution with a mean of 0 and standard deviation of 25 was
used for the intercept and slope parameters. A half-Cauchy
distribution with a location of 0 and scale of 25 was used
for the standard deviation parameter. All parameters had an
effective sample size greater than 10000 and an R < 1.01 in-
dicating adequate chain convergence.

Results and discussion

The choices that participants made were not consistent with
the distance from the average conceptualisation of extremity,
which predicted that they would be more willing to choose
the risky option when the best outcome rather than the worst
outcome was an outlier (see [Figure 2). To assess this hy-
pothesis, we used Bayesian hierarchical logistic regression
predicting the option chosen when presented with the tar-
get pair, with experiment and condition (Low-average/High-
average) as fixed predictor variables and varying intercepts
for each participant. The mean posterior log-odds for con-
dition were 0.32 (95% CI = -0.13, 0.78) providing some evi-
dence for a small difference in the opposite direction than was
predicted by the distance from the average hypothesis. There
was weaker evidence of an interaction between experiment
and condition: the mean posterior log-odds were -0.15 (95%
CI = -0.73, 0.43). If anything, this would suggest that the

difference between conditions—in the wrong direction—was
greater in Experiment 1b even though the manipulation was
designed to be stronger.

Experiment a

1.00 1
0.751
0.501
0.251

0.001

Experiment b

Proportion of Risky Choices

Low Av;erage High Average Low Avlerage High IAverage
Condition

Figure 2: The proportion of choices for the target risky option
(10/90 points) when it was paired with the safe option that
had equal expected value (50 points) in Experiment 1.

In stark contrast, however, with the results from the deci-
sion task, the responses to both memory measures suggested
that outcomes further from the centre of the distribution were
disproportionately influential. To assess responses to the first-
to-mind task (see[Figure 3)), we used Bayesian logistic regres-
sion predicting whether participants reported the extreme or
non-extreme outcome as coming to mind first when presented
the coloured square associated with the risky target option,
with experiment and condition as fixed predictor variables.
Responses that were not a valid experienced outcome for the
presented option were excluded from this analysis. Starting
with a model that included only the intercept, the mean pos-
terior log-odds for the intercept were -0.77 (95% CI = -1.07,
-0.48) indicating that, on average, the outcome further from
the centre of the distribution was considerably more likely
to be reported than the closer outcome. For the model in-
cluding all parameters, the mean posterior log-odds for con-
dition (Low-average/High-average) were 0.76 (95% CI = -
0.02, 1.55) providing some evidence that this influence of the
extreme outcome was stronger in the Low-average than the
High-average condition. The mean posterior log-odds for ex-
periment were -0.49 (95% CI = -1.27, 0.29) providing some
evidence that the effect of extreme outcomes was stronger in
Experiment 1b.

To assess the results of the percentage estimation task (see

[Figure 4), we used Bayesian linear regression predicting the
difference between the percentage estimates given for the ex-

treme and non-extreme outcomes when presented with the
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Figure 3: The number of participants that responded with
each outcome as coming to mind first when presented with
the risky target option in Experiment 1.

risky target option, with experiment and condition as fixed
predictor variables. Again, starting with the model that in-
cluded only the intercept, the mean posterior estimate for
the intercept was 8.64 (95% CI = 4.14, 13.14) suggesting
that, on average, the outcome further from the centre was re-
ported as occurring more frequently. In the model that in-
cluded all parameters, however, there was evidence that this
was largely driven by a bias towards extreme outcomes in the
High-value condition: the mean posterior estimate for condi-
tion was 28.84 (95% CI1 =16.77, 40.98). There was also some
evidence that the effect of extremity was stronger in Experi-
ment la: the mean posterior estimate for experiment was 9.34
(95% CI = -1.60, 20.30)

When interpreted together, the results of the decision and
memory tasks present us with a puzzle. If anything, partic-
ipants showed a slight preference for the risky target option
when the worst rather than best outcome was an outlier while
simultaneously showing increased memory for outcomes fur-
ther from the centre of the distribution. Most explanations
of the influence of extreme outcomes in risky choice suggest
that increased memory for extremes causes them to dispro-
portionately influence choices. This was clearly not the case
in this experiment. It is possible that different mechanisms
drive responses in the choice and memory tasks—something
overlooked due to the homogeneity in previous experimental
designs in which the best and worst outcomes were always
equidistant for the centre. Or perhaps, something about the
asymmetrical distributions of outcomes used in the current
experiment led to a preference towards the risky option in the
High-average condition that obscured the effect of extremity.
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Figure 4: The difference between percentage estimates for the
extreme and non-extreme outcomes when presented with the
risky target option in Experiment 1

Experiment 2

To address this potential for a difference in designs being re-
sponsible for the pattern of results found in the first exper-
iment, the second experiment aimed to manipulate distance
from the centre in a task that more closely resembled the ex-
periments conducted by [Ludvig et al.| (2014) in which there
were always Low- and High-value pairs of options that were
equidistant from the centre. To achieve this, we manipulated
the variance of the outcomes associated with the risky target
options whilst ensuring that they were not the best or worst
outcomes experienced in the experiment. This also made it
possible to directly examine whether participants would be
more willing to choose the High-value risky option, even
though it never resulted in the best outcome, than the Low-
value risky option, which never resulted in the worst outcome.
This finding would cast doubt upon the idea that the best and
worst outcomes are uniquely influential.

Methods

Participants A total of 130 undergraduate psychology stu-
dents from UNSW Sydney participated in Experiment 2. The
average age was 19.7 years (SD = 4.0) and 78 participants
were female. In addition to receiving course credit, they were
able to earn a small amount of money depending on their per-
formance in the task (M = AU$4.00, SD = AU$0.00).

Design Similarly to the first experiment, participants made
a series of choices between pairs of safe and risky options
(see [Table 2). Both conditions included a Low-value and a
High-value target pair of options. In the Low-variance con-
dition, the better and worse outcomes associated with each
of the target risky options differed by only ten points—they



were both a similar distance from the centre of the distribu-
tion (e.g., 20 and 30 points). In the High-variance condition,
these outcomes were three times as far apart, with one situ-
ated close to the centre and the other close to the edge (e.g.,
10 and 40 points). Therefore, if distance from the centre un-
derlies the disproportionate influence of extreme outcomes,
the higher risk preferences for the High-value than Low-value
pair should be stronger in the High-variance condition be-
cause the difference in distance between the better and worse
outcomes in each pair is greater.

A third (extreme) pair of options was included that resulted
in the best and worst outcomes (0 and 100 points) to sur-
round the intermediate outcomes. This pair was not used in
the analysis but instead was included to ensure that the range
of outcomes was constant and to prevent the outcomes asso-
ciated with the target options from being the best or worst
outcomes experienced in the experiment. Participants com-
pleted five blocks, each consisting of 72 trials (12 Low-value
target, High-value target, and extreme trials, 24 catch trials,
and 12 single-option trials).

Table 2: The number of points associated with each option in
Experiment 2. Each of the outcomes associated with a risky
option occurred with equal probability.

Low variance High variance

Safe Risky Safe Risky
Low-value 25 20/30 25 10/40
High-value 75 70/80 75 60/90
Extreme 50 0/100 50 0/100

Procedure The procedure was identical to Experiment 1
except that a point tally was displayed on the screen and par-
ticipants were informed that they would be given $1 for every
5000 points earned during the task. This change was imple-
mented to remove a difference between our study and the pre-
vious experiments conducted by [Ludvig et al.| (2014).

Analysis The same priors were used as in Experiment 1
with a few additions. Firstly, an LKJ distribution with a
M of 4 was used for the correlation between the intercept
and slope parameters in the hierarchical model of choices
(Lewandowski, Kurowicka, & Joel [2009). Secondly, a half-
Cauchy distribution with a location of 0 and scale of 1 and
a half-Cauchy distribution with a location of 0 and scale of
25 were used for the group-level standard deviation parame-
ters for the hierarchical models of first-to-mind and percent-
age estimation responses, respectively. All parameters had
an effective sample size greater than 10000 and an R < 1.01
indicating adequate chain convergence.

Unlike the first experiment, the second experiment in-
volved some options that always resulted in better outcomes
than others. Therefore, following from |Ludvig et al.| (2014),
data from participants that chose the better option on less

than 60% of choices between a Low-value and High-value
option—one participant in the Low-variance condition and
three in the High-variance condition—were excluded from
the analysis.

Results and discussion

The choices that participants made in the second experiment
were again not consistent with the distance from the centre
conceptualisation of extremity but neither were they kind to
the idea that the best and worst outcomes are unique (see[Fig-|
[ure 5). These results were analysed using Bayesian hierar-
chical logistic regression predicting the choices that partici-
pants made when presented the target pairs of options, with
condition (High-variance/Low-variance) as a fixed predictor
variable and with intercepts and slopes for option type (High-
value/Low-value) that varied for each participant. There was
evidence that participants were more willing to choose the
risky High-value option than the risky Low-value option de-
spite the fact that none of the associated outcomes were the
best or worst: the mean posterior log-odds for option type
were 0.43 (95% CI = 0.09, 0.78). There was no evidence,
however, suggesting that this willingness was stronger in the
High-variance than the Low-variance condition, despite the
distance from the centre of the more extreme outcome being
much greater: the mean posterior log-odds for the interac-
tion between option type and condition were 0.06 (95% CI =
-0.42, 0.55).

Low Variance High Variance
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Figure 5: The proportion of choices for the risky option on
target trials (between risky and safe options that had equal
expected value) in Experiment 2.

Turning now to the memory tasks, the responses to the
first-to-mind questions (see were analysed using
Bayesian logistic regression predicting whether participants
reported the extreme or non-extreme outcome as coming to
mind first when presented with the risky target options, with
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experiment and condition as fixed predictor variables and
varying intercepts for each participant. Responses that were
not a valid experienced outcome for the presented option were
excluded from this analysis. Starting with the model that in-
cluded only the intercept, the mean posterior log-odds for the
intercept were -0.66 (95% CI -0.93, -0.39) providing evidence
that outcomes further in rank from the centre were, on aver-
age, remembered better than intermediate outcomes. In the
model including all parameters, there was some evidence that
this effect was stronger in the High-variance condition than
the Low-variance condition: the mean posterior log-odds for
condition were -0.78 (95% CI = -1.52, -0.05). There was
also some evidence, however, that this was largely driven by
responses to the Low-value option in the High-variance con-
dition: the mean posterior log-odds for the interaction were
0.75 (95% CI =-0.18, 1.68).
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Figure 6: The number of participants that responded with
each outcome as coming to mind first when presented with
the risky target options in Experiment 2.

Responses to the percentage estimation task (see
were analysed using Bayesian linear regression predicting the

difference between the percentage estimates given for the
extreme and non-extreme outcomes for the target options,
with experiment and condition as fixed predictor variables
and varying intercepts for each participant. Starting with the
model that included only the intercept, there was evidence
that, on average, the outcome ranked further from the cen-
tre was more likely to be reported as occurring with higher
frequency: the mean posterior estimate for the intercept was
10.87 (95% CI = 6.02, 15.73). There was also some evi-
dence, looking now at the model including all parameters,
that the bias towards reporting the more extreme outcome was
stronger for the High-variance condition: the mean posterior
estimate for condition was 10.55 (95% CI = -1.57, 22.78).
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Similarly to the previous experiment, however, this might be
largely driven by responses to the Low-value option in the
High-variance condition: the mean posterior log-odds for the
interaction were -12.62 (95% CI = -29.22, 3.95).

Low Value High Value

100~

n
o
1

|
n
o

1

—-100 -

Estimated Percentage (Extreme — Non-extreme)
o
IO,

Low Variance High Variance Low Variance High Variance
Condition

Figure 7: The difference between percentage estimates for the
extreme and non-extreme outcomes when presented with the
risky target options in Experiment 2

While there was some evidence for the disproportionate
influence of extreme outcomes on responses to the memory
questions, the choices that participants made in the decision
task pose problems for both the distance from the centre and
best and worst conceptualisations of extremity. Neither is
able to fully explain the pattern of responses. Notably, higher
preferences for the risky High-value option relative to the
risky Low-value option were similar across the variance con-
ditions even though the outcomes furthest from the centre that
were associated with the target options in the Low-variance
condition were 20 points away from the edge—for perspec-
tive, those same outcomes were 30 points from the centre of
the distribution. It is difficult to reconcile this finding with
the conceptualisation of extremity that the best and worst out-
comes are unique, even allowing for a considerable degree of
noise in encoding.

General Discussion

The experiments described here aimed to assess whether the
influence of extreme outcomes should be characterised as the
best and worst outcomes exerting a unique influence or as
outcomes becoming more influential with increasing devia-
tion from the centre. Contrary to our expectations, the choices
that participants made were not consistent with either of these
explanations: participants were more willing to choose the
high-value risky option than the low-value risky option in Ex-
periment 2 even though none of the associated outcomes were



the best or worst but there was no evidence that the distance
from the centre influenced the options that they selected.

There was, however, some evidence that the distance from
the centre affected outcome memory following the decision
task. So what are we to make of this dissociation? One pos-
sibility is that the difference between conditions was large
enough to impact participants’ memory but not their prefer-
ences. There is some evidence that this was not the case.
Firstly, the magnitude of the effect on outcome memory in
Experiment 1b was at least as large as the one that produced
a difference in preferences between the low-value and high-
value options in Experiment 2. Secondly, the difference be-
tween conditions in Experiment 1b was equal to roughly half
the range of experienced values and the difference between
conditions in Experiment 2 was contrived to be as large as
possible without leading to indifference or confusion between
outcomes. While it is still possible that the manipulation was
insufficient, this would place severe constraints on the situ-
ations we should expect to observe the effect—perhaps con-
straining it to situations in which there are non-overlapping
low- and high-value pairs of options.

Another possibility is that there was a confounding variable
in Experiment 1 that led to the dissociation between mem-
ory and choice. The inclusion of the context variables not
only changed the distance between the centre and the best
and worst outcomes but also changed the rank of the equiva-
lent safe outcome. This could explain why the choices fall in
the opposite direction than was expected, but the rank of the
safe option was the same in both experiment la and 1b and
one might reasonably expect that there would be a greater ef-
fect of extremity in the latter where the difference between
the average outcome of the two conditions was doubled.

A third possibility is that the dissociation between choice
and memory reflects a genuine difference in the way peo-
ple respond on these tasks. The memory questions required
participants to reflect on the distribution of outcomes that
they experienced, which might have made the outliers more
salient. Admittedly, this is less parsimonious than both tasks
sharing a single mechanism but it nonetheless remains a pos-
sibility because the disproportionate influence of extreme out-
comes has only been observed in very specific experimen-
tal designs involving low- and high-value options. If nothing
else, these results highlight the importance of not relying on a
homogeneous set of experimental manipulations if we hope to
understand the influence of extreme outcomes in risky choice.
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