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Abstract 

Which quantificational forces do languages encode lexically? 
When a language features multiple quantificational scales 
(e.g. determiner and adverbial quantification), does the pat-
tern of lexicalization of quantificational forces we discover 
for one scale correlate with those of other scales? We use 
English as a first test case for examining these questions, 
adapting the basic ideas of Lewis (1975) into the hypothesis 
that English lexical quantifiers unrelated to cardinal numbers 
or definite descriptions, determiner and adverbial alike, have 
one of six quantificational forces. To begin to test this claim 
empirically, we elicited speaker interpretations of a range of 
quantifiers in a web-based study. Dividing participants into an 
adverbial condition and a determiner condition, we gave a 
context specifying a 100-day period and asked participants to 
judge the quantificational force of quantified sentences denot-
ing an individual’s daily activities during this period. We 
found evidence of cross-scale correspondences but fewer 
quantificational forces than expected. These results provide 
preliminary evidence for parts of our hypothesis but suggest a 
need for future research that covers more lexical items, lan-
guages, and quantificational scales. 
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Introduction 
Natural-language quantification—the use of linguistic ex-
pressions to make judgments of quantity—is one of the 
most well-studied phenomena in semantics and syntax. 
Since the development of Aristotelian logic, the literature on 
quantification has primarily focused on determiners that 
quantify over entities, such as every, some, and no; in mod-
ern generalized quantifier theory, such quantifiers denote 
relations between sets (see Barwise and Cooper, 1981).  
However, many languages, including English, additionally 
feature adverbial quantification; adverbs of quantification 
like always, sometimes, and never, also called Q-adverbs 
(Hinterwimmer, 2008), are variously taken to quantify over 
“cases”—ordered tuples of “admissible assignments of val-
ues” to a sentence’s free variables (Lewis, 1975; see also 
Kamp, 1981; Heim, 1982; Kratzer, 1989)—or over situa-
tions or events (de Swart, 1993; von Fintel, 1994; Hinter-
wimmer, 2008). 

A central property of both determiner and adverbial quan-
tifiers is quantificational force, which, in our use of the 
term, relates to how a quantifier resolves questions like 
“how many?” or “how much?” For instance, the quantifiers 
every and always in (1) have universal force: for each mem-
ber of the set of days (1a) or for each “case” or situation 
(1b), Bill brushed his teeth before bed. Conversely, no and 

never in (2) have negative existential force—for no days 
(2a) or in no “cases” or situations (2b) did Bill arrive to 
work on time. 

(1) a. Bill brushed his teeth before bed every day. 
      b. Bill always brushed his teeth before bed. 
(2) a. Bill arrived to work on time no days. 
      b. Bill never arrived to work on time. 
The universal and negative existential quantificational 

forces displayed in (1) and (2) represent the extremes of a 
spectrum of possible forces; for instance, quantifiers like 
some and most have quantificational forces that lie between 
those of the two extremes. 

The recognition of this spectrum and of the existence of 
multiple quantificational scales (determiner, adverbial, etc.) 
leads to two interrelated questions: (1) Which quantifica-
tional forces do languages encode lexically? (2) When a 
language features multiple quantificational scales, does the 
pattern of lexicalization we discover for one scale correlate 
with those of other scales?  

We consider it fruitful to examine these questions for two 
main reasons. First, these questions interact with recent re-
search concerning optimality of lexically encoding quantifi-
cational meaning in language. Steinert-Threlkeld (2019) 
argued that with respect to their quantifiers, natural-lan-
guages strike an optimal balance between simplicity and 
informativeness. Operationalizing a quantifier’s simplicity 
or complexity as its shortest logical denotation and its in-
formativeness in terms of the probability of successfully 
communicating a given world model via that quantifier (p. 
516), the author found that computationally generated sets 
of quantifiers that most resembled those of natural lan-
guages tended to have the highest degree of simplicity-in-
formativeness optimization. Although Steinert-Threlkeld 
(2019)’s research focuses on the logical denotations of 
quantifiers rather than their quantificational forces and is 
thus not directly applicable to our research, similar issues of 
optimality can be explored in investigating the lexicalization 
of quantificational forces. For instance, in examining our 
two questions, we might find that natural-language quantifi-
er systems converge on a few common quantificational 
forces as a way to balance the imperatives of simplicity 
(few, simple lexicalizations of forces) and informativeness 
or expressiveness (many fine-grained lexicalizations of 
forces). In the process, we could investigate whether what 
the optimal lexicalizations of force for determiners are also 
optimal for adverbials. 

Second, the literature on the formal semantics of quantifi-
cational adverbs has assumed a system of truth-conditional 

2001
©2020 The Author(s). This work is licensed under a Creative
Commons Attribution 4.0 International License (CC BY).

mailto:jalstott@college.harvard.edu
mailto:masoud_jasbi@fas.harvard.edu


correspondences between adverbs and determiners (e.g. 
between often and many) without subjecting that assumption 
to empirical testing (e.g. Lewis, 1975; de Swart, 1993; von 
Fintel, 1994). While this assumption, likely made based on 
intuition, has proven useful in constructing formal semantic 
theories of quantificational adverbs, it is a worthwhile en-
deavor to investigate the empirical grounds of this intuition. 

Before we turn to hypotheses, we make some notes about 
how we will approach our research questions in what fol-
lows. For the purposes of this paper, we will restrict our-
selves to discussing these questions as they relate to English 
and its determiner and adverbial scales of quantification, 
though other languages and other types of quantification 
(such as the class of “frequency adjectives” discussed in, 
e.g., Gehrke and McNally, 2015) should come under scru-
tiny in future research on these questions. Additionally, our 
use of the term “quantificational force” restricts us to con-
sidering how speakers judge quantity in quantified sen-
tences; no logical properties of quantifiers, such as domain 
restriction or polarity, will factor into our discussion. Final-
ly, we exclude definites (e.g. the, this, John’s) and indefi-
nites (a) from consideration in our hypotheses because of 
their unique semantic properties and controversial status as 
quantifiers (see, e.g., Heim, 1982); we additionally ignore 
cardinal numbers, as our focus is on quantificational sys-
tems rather than exact numerals. 

Hypotheses for English 
With these considerations and exclusions in mind, we turn 

to the literature and find two claims in Lewis (1975)’s paper 
on the formal semantics of adverbial quantifiers that can be 
adapted into working hypotheses for our two questions as 
they relate to English. First, Lewis (1975) posits a typology 
of adverbs of quantification that divides them into “six 
groups of near-synonyms” (p. 5). Though he does not elabo-
rate on how the words are synonymous, we will assume a 
version of the typology that describes the tiers in terms of 
quantificational force. Here is our statement of the typology: 

Hypothesis 1 (modification of Lewis 1975) : In the ad1 -
verbial scale of quantification, English lexically encodes six 
quantificational forces in addition to the three related to 
cardinal numbers (those embedded in once, twice, and 
thrice): I. the universal force of always, invariably, univer-
sally; II. the majority force of usually, mostly, generally, 
ordinarily, normally; III. the positive proportional force of 
often, frequently, and commonly; IV. the existential force of 
sometimes and occasionally; V. the negative proportional 
force of seldom, infrequently, and rarely; VI. the negative 
existential force of never. 

Second, Lewis (1975), like other scholars of adverbial 
quantifiers after him (de Swart, 1993; von Fintel, 1994) 
posits truth-conditional correspondences between the lexical 
adverbs in the six tiers of his typology and lexical determin-
ers; framing the correspondence in terms of “selective” and 
“unselective” quantifiers, he writes, “the unselective ∀ and 
∃ can show up as the adverbs always and sometimes. Like-

wise never, usually, often, and seldom can serve as the unse-
lective analogs of the selective quantifiers for no x, for most 
x, for many x, and for few x.” (p. 10) For our purposes, we 
treat such correspondences solely in terms of quantification-
al force and extend the correspondences to include the near-
synonyms of always, sometimes, never, usually, often, and 
seldom listed in the typology. 

This claim naturally leads to Hypothesis 2 below. Note 
the inclusion, per a Keenan (1996) list of English lexical 
determiners, of two additional universal quantifiers (every 
and each) as well as several, a determiner that we hypothe-
size occupies a tier with some. 

Hypothesis 2: Excluding the quantificational forces em-
bedded in cardinal numbers as well as those encoded in def-
inite determiners, English lexically encodes six quantifica-
tional forces in the determiner scale of quantification, and 
they correspond to those of the adverbial scale: I. the uni-
versal force of every, each, all, and both; II. the majority 
force of most; III. the positive proportional force of many; 
IV. the existential force of some and several; V. the negative 
proportional force of few and a few; VI. the negative exis-
tential force of no and neither. 

Lewis (1975) posits his system of correspondences a pri-
ori and likely did so based on his own intuitions about these 
words, but we can give a preliminary motivation of our hy-
potheses 1 and 2 in terms of the balance between simplicity 
and informativeness. With regards to determiners (Hypothe-
sis 2), it has been shown that the quantifiers in the Square of 
Opposition (some, no, every/each/all) have the least com-
plex possible determiner meanings (van Benthem, 1986); 
thus, it makes sense that English would allocate forces to 
these three quantifier types (I., IV., and VI.), as they are both 
simple and informative. The inclusion of any additional 
forces would sacrifice simplicity for the sake of informa-
tiveness on two counts. First, the quantifiers in which these 
additional forces would be embedded (e.g. most in English) 
would be of a higher semantic complexity than those in the 
Square of Opposition. Second, the inclusion of more forces 
makes the quantifier system of a language more complex. 
However, these new quantifiers and forces also make a lan-
guage more expressive and informative. Given these trade-
offs, it is plausible to posit a small number of additional 
lexicalized forces for determiners that cover wide swaths of 
the spectrum not covered by forces I., IV., and VI. At this 
preliminary stage in our research, we do not rigorously de-
termine which additional forces would be optimal; we 
choose to investigate clusters II., III., and V. simply because 
of their preexisting status in the literature. Once we have 
empirically specified what further clusters actually exist, 
one can begin to think more rigorously about their optimali-
ty. In motivating our hypothesis about adverbs (Hypothesis 
1), we can suggest that similar considerations are operative 
in  the adverbial scale. 

To begin to test Hypotheses 1 and 2, we elicited speaker 
judgments of the quantificational forces of a range of deter-
miner and adverbial quantifiers in a web-based study; while 
this study did not test every English lexical quantifier, we 

 Lewis (1975) does not concern himself with our question of lexicalization, so his typology includes some non-lexical quantifiers; these have been re1 -
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designed it to provide a first test of the claim that the quanti-
fiers under consideration form six distinct interpretive clus-
ters. 

Methods 

Participants 
In this study, participants (N = 200; 88 of these ultimately 
excluded—see “Results”) were recruited via the crowd-
sourcing platform Amazon Mechanical Turk (MTurk). After 
two introductory slides, participants were randomly as-
signed to an adverbial (N = 100 pre-exclusions/56 post-ex-
clusions) or determiner condition (N = 100 pre-exclusions/
56 post-exclusions). Regardless of the inclusion or exclu-
sion of their data in analysis, participants received $1.50 for 
their time. Data were collected between September 21 and 
22, 2019. 

Words tested 
We sought to provide a preliminary test of the system of 
correspondences laid out in Hypotheses 1 and 2 while keep-
ing the survey short enough that participants would not lose 
focus. To that end, we looked at Keenan (1996)’s inventory 
of lexical determiners and Lewis (1975)’s list of adverbial 
quantifiers and excluded several lexical items judged to be 
potentially problematic with regards to empirical testing.  2

First, we excluded both and neither, for these differ from the 
other words in terms of their presuppositions—they both 
presuppose that the number of items under consideration is 
two—and are thus not conducive to inclusion in an experi-
mental framework geared towards those other quantifiers. 
Second, we excluded invariably and universally, for these 
are quite formal and might thus confuse participants who do 
not have these words in their working vocabularies. Third, 
we excluded ordinarily and normally, two words that Lewis  
(1975) flags as “[differing] semantically from their list-
mates”; he exhorts readers to “omit them if [they] prefer” (p. 
5). Finally, we excluded commonly and generally in the in-
terest of keeping this preliminary study short. These exclu-
sions leave us with the lexical items listed in Table 1, 
arranged according to their hypothesized tiers. 

Materials 
The study, created on Qualtrics, consisted of a consent form, 
an introductory slide, several trials, and two "debrief" ques-
tions about age and native language. In the introductory 
portion of the study, participants were presented with the 
following context: 

“Bill is a college student who decided to stay home over 
summer vacation, which lasts for 100 days. Bill got a job at 
his local ice cream shop and has a single shift every day, 
meaning that Bill travels to and from work only once a day. 
Bill is on a diet and is limiting himself to three meals a day.” 

After reading this context, participants proceeded to the 
bulk of the survey, in which they read quantified sentences 
denoting Bill's daily activities and were asked to indicate the 
number of days during the 100 day period they believed the 

Table 1: Lexical items tested. 

event had occurred. Depending on the condition to which 
they had been randomly assigned, participants either judged 
10 sentences involving determiners, such as (2–3), or 11 
sentences involving adverbs, such as (4–5). 

(2) Bill drove to work some days. 
(3) Bill went to the grocery store after work every day. 
(4) Bill mostly biked home from work. 
(5) Bill seldom ate pizza for dinner. 
In this way, we tested correspondences between certain 

adverbs and certain determiners with a between-subjects 
design and tested correspondences within each lexical class 
using a within-subjects design. Participants indicated their 
numerical interpretation of these sentences using a slider, 
which rested at the midpoint of the scale at the beginning of 
each question. Participants had to answer each question, 
moving the slider  before proceeding. 

In order to control for the effects of the sentential context 
in which participants made judgments of quantificational 
force, we implemented a system of randomization. We had a 
pool of eleven scenarios (e.g. Bill brushing his teeth before 
bed, arriving late to work, eating eggs for breakfast) and we 
coded questions with every possible combination of quanti-
fier and scenario. In the study, participants were presented 
with one sentence for each member of the relevant class of 
quantifier (determiner or adverbial, depending on the condi-
tion). We randomized the order in which the quantifiers ap-
peared; the scenarios that accompanied these quantifiers 
were also randomized, though we made sure that no sce-
nario appeared twice because it would have lead to confu-
sion: for example, seeing “Bill drove to work every day” 
and then “Bill drove to work no days.” 

Hypothesized 
Tier

Adverbs Determiners

Tier 1 Always E v e r y , 
Each, All

Tier 2 Usually, 
Mostly

Most

Tier 3 Often,  
Frequently

Many

Tier 4 Sometimes,  
Occasional-
ly

Some, 
Several

Tier 5 Seldom,  
Rarely, 
Infrequently

Few 
A few

Tier 6 Never No

 Keenan (1996)’s list includes definites, indefinites, and cardinal numbers, classes of words we considered unsuited to our main questions (see above).2
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Results 
Figure 1 shows the results of our experiment after exclu-
sions. From our original pool of 200 participants, we ex-
cluded those who self-reported a native language other than 
English (3 participants); those who failed an attention check 
involving movement of a slider to a specified number (3 
participants); and those who interpreted a universally quan-
tified sentence like (1a) with a response between 0 and 50 
days or interpreted a negative existentially quantified sen-
tence like (2b) with a response between 50 and 100 days (82 
participants). We considered such responses to be indicative 
of insufficient attention to or lack of understanding of the 
task. The exclusion of such a high number of participants 
under this criterion was unexpected given the relative sim-
plicity of the experiment. We hope to address this issue in 
replications via stronger task-independent attention checks 
and possibly a different participant pool. As there were 56 
participants per condition post-exclusions and each partici-
pant was presented with one sentence per quantifier, each 
quantifier received 56 interpretations. 

Figure 1 shows box-plots for all of the lexical items test-
ed. The red circles represent the median response for each 
quantifier, while the black dots represent individual data 
points. Quantifiers on the x-axis are ordered based on partic-
ipants’ median responses. At the two sides of the axis, we 
have Tier I (always, each, all, every) universal and Tier VI 
(no, never) negative existential forces. In between these two 
extremes, we can detect roughly three clusters of forces: a 
majority force (many, often, frequently, mostly, usually, 
most) corresponding to Tiers II and III, a positive propor-

tional force (occasionally, some, several, sometimes) corre-
sponding to Tier IV, and a negative proportional force 
(rarely, seldom, a few, infrequently, few) corresponding to 
Tier V. Overall, these results align well with the intuitions 
reported in the theoretical literature. In the next section, we 
apply a more formal analysis to recover the cluster of re-
sponses based on quantificational force.    

Analysis 
We used hierarchical cluster analysis on participants’ re-

sponses to discover the lexical items that form tiers together 
with respect to quantificational force. In contrast to other 
common clustering techniques such as k-means clustering, 
hierarchical clustering has the advantage that the number of 
clusters (or tiers) is not predetermined. In addition, the clus-
tering provides a tree-like structure called “dendrogram” 
which is easy to interpret. We used the hclust function from 
the “cluster” package in R with the “complete” linkage 
method to find maximally similar clusters of response pat-
terns among the quantificational lexical items. 

Figure 2 shows the dendrogram created after applying the 
hierarchical clustering algorithm. The most important aspect 
of the dendrogram is the height shown on the y-axis. The 
height of the dendrogram represents similarity among ob-
servations, with more similar observations fusing lower on 
the dendrogram and more dissimilar observations fusing 
higher up. To put this in the context of our experiment, lexi-
cal items that fuse at the bottom are quite similar to each 
other with respect to quantificational force and those that 
fuse at the top are quite different.  
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In order to identify clusters based on the dendrogram, we 
can make horizontal cuts at different levels of height. For 
example, cutting the dendrogram with a horizontal line at 
around the height of 3000 results in two overall clusters. 
The first cluster contains always, each, all, every, mostly, 
most, frequently, usually, many, and often, while the second 
cluster contains never, no, a few, few, infrequently, rarely, 
seldom, several, some, occasionally, and sometimes. This 
overall division corresponds to a “majority” vs. “minority” 
quantificational force. Cutting the dendrogram at the height 
of slightly below 2000 we get four clusters: 

1. always, all, each, every 
2. mostly, most,  frequently, usually, many, often 
3. several, some, occasionally, sometimes 
4. no, never, infrequently, rarely, seldom, few, a few 

Note that our use of universally and negative-existentially 
quantified sentences as attention checks limits our ability to 
make empirically supported conclusions about these quanti-
fiers based on the cluster analysis. However, we expect that 
future replications of this work can recover these two clus-
ters when we address the issue of participant inattention and 
reduce the amount of noise introduced this way.  

Discussion 
This study was concerned with two overarching questions: 
First, which quantificational forces do languages encode 
lexically? Second, are patterns of lexicalization similar 
across determiner and adverbial scales? In order to address 
these questions, we started with Lewis (1975)’s hypothesis 

that English encodes 6 quantificational forces, shared across 
the determiner and adverbial domains. Using a web-based 
experiment and hierarchical cluster analysis of participants’ 
responses, we managed to recover 4 of these quantification-
al forces systematically. In line with Lewis’s hypothesis, 
these clusters contained both determiner and adverbial quan-
tifiers, providing evidence that patterns of quantificational-
force lexicalization may be similar in the determiner and 
adverbial domains in English.     

We may not have clearly recovered all 6 hypothesized 
quantificational forces for two main reasons. First, it is pos-
sible that English simply encodes fewer than 6 quantifica-
tional forces. While this is a possibility, we do not think our 
results here are sufficient to support it. The second possibili-
ty, which we find more compelling at this point, is that due 
to excess noise in our data, our cluster analysis did not have 
enough precision to detect more fine-grained quantification-
al forces. As the data in Figure 1 shows, even for quantifiers 
such as each, all, and every, many responses lie between 50 
to 80. This is after we excluded 82 participants for choosing 
values below 50 for such trials or above 50 for trials with no 
and never. Many responses for quantifiers like rarely and 
few are above 70 and for quantifiers like most and often be-
low 30. These patterns suggest to us that we are dealing 
with a relatively high degree of noise even for a web-based 
experiment. This is despite the fact that we had included 
attention checks. 

In future replications, we expect that with less noisy data, 
hierarchical clustering can at least recover the negative exis-
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tential force (Tier VI) and separate it from the negative pro-
portional ones (Tier V).  However, it is important to see if 3

we can also recover Tier II and Tier III Future replications 
for English will also give us a better sense of which group-
ings in Figure 2 are stable and which are not; by doing so, 
we can obtain greater certainty about which groupings are 
legitimate quantificational forces and which are due to 
chance. In future experiments, we also hope to apply the 
approach presented here to quantificational nominals and 
adverbials in other well-studied languages such as German 
and French. 

However, it is crucial to note that results obtained using 
this experimental paradigm do not offer anything conclusive 
with regards to the optimality considerations introduced 
above. Rather, discoveries made about what quantificational 
forces are lexicalized function as a kind of prelude to more 
rigorous investigation into issues of optimality and the lexi-
calization of quantificational forces. The discovery of a 
small number of lexicalized quantificational forces in multi-
ple domains and languages would seemingly invite an opti-
mality explanation, but such a discovery alone proves nei-
ther that the forces discovered are optimal nor that the opti-
mal forces in the determiner realm are the same as those in 
the adverbial realm. As such, we leave more detailed con-
clusions about optimality to future research. 

Finally, we would like to add that our research leaves 
untouched many further issues on the similarities and differ-
ences between the determiner and adverbial scales. One 
outstanding question, raised by an anonymous reviewer, 
concerns the possibility that the adverbial scale of quantifi-
cation has a more scalar representation than the determiner 
scale. The evidence for this hypothesis can come from the 
observation that more gradable adverbs are found in the 
adverbial domain ([very] seldom, [somewhat] infrequently, 
[quite] rarely, [extremely] often, [rather] frequently, etc.) 
than in the determiner domain (seemingly only [somewhat] 
many and [rather] few.) It would be important to determine 
what effect this surface-level difference has on how speak-
ers use the two types of quantifier, whether this trend holds 
cross-linguistically, and why it does if so. In short, despite 
the preliminary nature of this study, it lays the foundation 
for a systematic investigation of quantificational meaning 
and its lexicalization by world languages in the future. 
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