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Abstract

In order for children to understand and reason about the world
in a mature fashion, they need to learn that conceptual cate-
gories are organized in a hierarchical fashion (e.g., a dog is
also an animal). The caregiver linguistic input can play an im-
portant role in this learning, and previous studies have doc-
umented several cues in parental talk that can help children
learn a conceptual hierarchy. However, these previous studies
used different datasets and methods which made difficult the
systematic comparison of these cues and the study of their rel-
ative contribution. Here, we use a large-scale corpus of child-
directed speech and a classification-based evaluation method
which allowed us to investigate, within the same framework,
various cues that varied in their degree of explicitness. We
found the most explicit cues to be too sparse or too noisy to
support robust learning (though part of the noise may be due
to imperfect operationalization). In contrast, the implicit cues
offered, overall, a reliable source of information. Our work
confirms the utility of caregiver talk for conveying conceptual
information. It provides a stepping stone towards a cognitive
model that would use this information in a principled way,
leading to testable predictions about children’s conceptual de-
velopment.

Keywords: Conceptual learning, conceptual hierarchy, child-
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Introduction
A hallmark of conceptual knowledge is its hierarchical orga-
nization. For example, a husky can be categorized as a dog,
but it can also be categorized as a mammal, an animal, or
a living being. Hierarchical organization is fundamental to
human cognition as it allows, among other things, the gener-
alization of knowledge through inference. For example, upon
learning that all living beings are made out of cells, one can
conclude that dogs are made of cells, too.

How do children acquire conceptual hierarchy? Early
accounts considered conceptual hierarchy to be the conse-
quence of the emergence of a domain-general logic of class-
inclusion – in other words grasping the idea that one category
can be part of a larger one (Inhelder & Piaget, 2013; Sloutsky,
2015). Children can acquire hierarchy in a specific domain
before mastering the domain-general logic of classes, how-
ever (Carey, 1987; Chi, Hutchinson, & Robin, 1989; Inagaki
& Hatano, 2002), suggesting that category-specific input may
play a role in this development.

There are signs that children as young as 3 years old show
hierarchical knowledge in various domains (e.g., animals,
clothes, and food). Such signs include using superordinate
words like “food” and “animal” according to parental re-
port (Fenson et al., 1994), using different words to label the
same object at different levels of conceptual hierarchy (Clark,

1997), and being able to extend the meaning of novel words to
superordinate categories even controlling for perceptual sim-
ilarity (Liu, Golinkoff, & Sak, 2001).

Do children learn conceptual hierarchy from the lan-
guage that they hear? Analyses of parent-child interac-
tions have shown that parents rarely introduce words at the
superordinate-level without also providing the basic level
term (Blewitt, 1983; Callanan, 1985; Shipley, Kuhn, & Mad-
den, 1983). For example, parents rarely point to an object and
say “this is an animal!”. Instead, they usually anchor the su-
perordinate word “animal” at the basic level by saying some-
thing along the lines of “This is a duck; a duck is a kind of
animal.” Such an anchoring strategy provides children with
a categorization of the same object at different levels, which
may help children understand the underlying hierarchical or-
ganization.

In a different line of research prompted by recent ad-
vances in data science (Landauer & Dumais, 1997; Mikolov,
Sutskever, Chen, Corrado, & Dean, 2013), researchers have
found that the statistical distribution of basic-level terms in
parental speech can lead to coherent structures at the superor-
dinate level (Fourtassi, Scheinfeld, & Frank, 2019; Huebner
& Willits, 2018). To illustrate, one can learn that “horse” and
“dog” are part of a higher-level category just by observing
that these words co-occur in similar contexts. This distribu-
tional co-occurrence cue can be a powerful source of con-
ceptual hierarchy because it is based on pure co-occurrence
and does not require the presence of a lexicalized label for
the higher-level category. On this kind of account, categories
emerge in a bottom-up fashion as a cluster of related words at
the lower-level.

Both these cues – explicit anchoring and implicit distribu-
tional co-occurrence learning – could in principle be help-
ful for children. In the case of the “is-a-kind-of” anchoring,
there is evidence that preschool children ably use this cue to
interpret the meaning of a novel word at the superordinate
level (Callanan, 1989). In the case of pure co-occurrence,
extensive research in the last couple of decades has shown
that children are capable of tracking distributional statistics
of various linguistic units (Saffran, Aslin, & Newport, 1996).
Further, children appear to rely on the way words co-occur in
speech to make conceptual generalizations (Fisher, Matlen, &
Godwin, 2011; Matlen, Fisher, & Godwin, 2015).

The cues reviewed above can be thought of as ends in a
continuum that varies from explicit to implicit. The “is-a-
kind-of” cue is the most explicit cue since both the terms (i.e.,
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the basic and superordinate labels) and their hierarchical re-
lationship are explicitly stated. The pure co-occurrence cue
is the most implicit cue since, on the one hand, the superor-
dinate term is not required and, on the other hand, the hier-
archical relationship (that is, the fact that co-occurring basic
level terms are part of a higher-level category) can only be
induced.

While previous studies have focused on these extremes,
other cues are available that have an intermediate status on
this continuum. Here, we examine the way parents hint at the
hierarchical relationship between two concepts pragmatically
without using an explicit inclusion expression. For example,
instead of saying “a cow is a kind of animal” parents can say
the following (e.g., in the context of a play session): “Do you
want a cow or do you want another animal?” (see Table 1 for
more examples). We also study whether action affordances
provide another – perhaps less explicit – cue for category
membership. For example, food items could be identified as
members of a category by virtue of their compatibility with
the verb “eat” and clothing items by their compatibility with
“wear.”

Previous studies examining individual cues to categoriza-
tion vary in terms of both the datasets and methods they have
used, which makes comparison difficult. Implicit cues have
generally been studied using large-scale data and have been
evaluated based on their ability to provide an accurate sim-
ilarity space for words. In contrast, explicit cues have been
studied mainly in the context of small-scale experiments and
have been tested mainly through counting the frequency of a
given linguistic expression (e.g., “X is a kind of Y”).

In this work, we make a systematic comparison of explicit
and implicit cues using similar methods. Such comparison
is crucial as it allows us, for instance, to quantify the relative
role that each cue could play in development. More precisely,
we take a classification approach: We operationalize differ-
ent cues as features that can be used to compute similarity.
We then evaluate this continuous similarity measure by using
it for a classification task, deciding whether different basic-
level categories are part of the same superordinate category.
Thus we can assign a classification accuracy to each cue type.
We begin by introducing our dataset and the set of conceptual
cues we consider; we then present results from this classifi-
cation task.

Analyses
Data
We constructed a large-scale corpus by aggregating over all
English-language transcripts from CHILDES (MacWhinney,
2014; Sanchez et al., 2019). These transcripts involved the
caregivers’ speech addressed to children up to three years of
age. We had a total of 8,654 transcripts, across 1,046 chil-
dren.

We decided to study the six following superordinate cate-
gories: “animal”, “furniture”, “clothes”, “food”, “toys” and
“vehicles”. For each of these categories, we used the corre-

sponding basic-level terms available in the English-language
MacArthur-Bates Communicative Inventory (CDI) (Fenson
et al., 1994), a parent-report instrument that provides a partial
listing and categorization of words produced by children 18–
30 months. These categories were chosen because they were
the optimal set of superordinate categories that had been stud-
ied previously and CDI data were available. Most previous
experimental work (which we partly reviewed above) used
only a subset of these categories for a given study.

Cues to Conceptual Hierarchy and their Feature
Vectors
As indicated above, we explored four cues to conceptual hier-
archy: “is-a-kind-of”, pragmatic, verb affordance-based, and
pure co-occurrence cues. We represented each cue as a set
of features and we tested how these features allow us to clas-
sify basic-level terms into superordinate categories. To this
end, we started by using each cue to derive a feature vec-
tor for each basic-level word in the CDI lexicon. In the case
where the cue relied on an explicit category marker (i.e., the
first three cues), the feature vectors were based on the su-
perordinate categories introduced above. Otherwise (i.e., the
fourth cue), the feature vector was an embedding in a high
dimensional space derived based on the words’ pattern of co-
occurrence only. In the following, we explain how we com-
puted the feature vectors for each cue (see also Figure 1).1

Is-a-kind-of This cue tests the extent to which parents use
explicit expressions of class inclusion (Callanan, 1985). For
each word at the basic label, X, we construct a feature vector
of length 6, where every cell corresponds to a superordinate
category, Y, and the entry in each cell corresponds to the fre-
quency with which X appears with Y is in one of the follow-
ing expressions: “X is a/an Y” and “X is a kind of Y” (we
kept the same expressions used in previous work).

Animals Do you want a cow or do you want another
animal?

Furniture Furniture means sofa and chair and...
Clothes This is another clothes. See, it’s just like this

shirt.
Food She asks Lily what her favorite food is. If

Lily says chocolate I am in trouble.
Toys You close the book and get another toy be-

cause I think we are tired of this.
Vehicles The only vehicle you cut out so far is the

train.

Table 1: Examples of utterances from CHILDES where
parents hint at a hierachical relations between basic- and
superordinate- level terms.

Pragmatic Parents can express conceptual hierarchy be-
tween X and Y without necessarily using an “is-a-kind-of”

1Our code will be available online.
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Figure 1: A schematic description of the task. For each basic-level word (here, ’cow’) a feature vector is derived from child-
directed speech based on how the cue is defined. Here, the vector cells correspond to the superordinate categories. The entry
in a given cell (e.g., animal) is incremented when the word ’cow’ co-occurs with the corresponding category label. The cue
is evaluated based on its ability to classify pairs of words into ’same’ or ’different’ superordinate categories. Here, the pair
’cow’-’horse’ belongs to the same category. The corresponding vectors should be closer to each other than the vectors of a pair
that belongs to different categories (e.g., ’cow’-’shirt’). This evaluation is quantified by a standard measure in signal detection
theory called the Area Under the ROC Curve (AUC).

expression. In many cases, parents can hint at this hierar-
chy using a wide diversity of linguistic expressions (Table 1).
Detecting these expressions at scale is a challenge given their
complexity, so as a first attempt to capture this diversity, we
relax grammatical constraints between X to Y, and we keep
only the requirement that X and Y should co-occur.

More concretely, we represent each basic-level term, X,
with a feature vector where each entry represents the fre-
quency with which X co-occurs with the corresponding su-
perordinate term Y. This co-occurrence is determined using
a fixed window of k utterances. Values of k > 1 allow us to
capture the case where a relationship between X and Y is es-
tablished across more than one utterance. For example:

– Mother : What kind of animal is this?

– Mother : It’s a giraffe!
Affordance-based The super-ordinate label is not the only
category marker that can cue conceptual hierarchy for a basic
level term, especially when this category can be characterized
by an affordance. For example, “food” can be characterized
as the category of things we eat and “clothes” as things we
wear. Thus, children can learn that some concepts (e.g., “ap-
ple” and “bread”) are parts of a higher-level category (“things
we eat”) by observing how these concepts co-vary with a cue
of their common affordance (i.e., the verb “eat”).

We computed the feature vectors for this cue as follows. In
a first step, we tried to find a single verb that could be used
as an affordance marker for an entire category. We used “eat”
for food, “wear” for clothes, “play” for toys, and “ride” for
vehicles. The category “furniture” has no such obvious func-
tion verb. We decided to use the verb “use” because if there

were a verb that could fit every member of the category of fur-
niture, it would be that (even though it can also fit things that
are not members of the category). For the animal category,
we could find no verb that could categorize the instances.

We detected the concept-affordance relationship, syntacti-
cally, based on their occurrence in a verb-complement struc-
ture.2 For example, in the utterance “the bird eats the berries”,
the word “berries” was categorized as “eat”-able. For each
basic-level term, we computed a feature vector where entries
correspond to the frequency with which this term occurs in
a verb-complement relationship with the verb/affordance at
hand.

Pure Co-occurrence Unlike the first three cues, the pure
co-occurrence cue is not based on an explicit category marker
at the superordinate level. It is based, instead, on the way
basic-level terms are distributed together in speech (Harris,
1957). Following previous research (Fourtassi et al., 2019),
we quantified this cue using the word embedding model
Word2Vec (Mikolov et al., 2013). We used this model to
represent basic-level words as vectors in a high-dimensional
space, representing the distribution of these words in a latent
semantic structure.

Task and Evaluation
Above, we characterized all cues in a vectorial framework.
This framework allows us to directly compare the cues in
terms of how they quantify the similarity between words (de-

2There are more complex structures that could, in principle, be
used by parents. We used the simplest as a first approximation,
though the performance of this cue could likely be enhanced by con-
sidering a wider variety of constructions.
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fined as the cosine of the angle formed by their vectors).
Based on this similarity, we test the ability of each cue to
predict which pairs of words belong to the same superordi-
nate category (e.g., “apple” and “bread”) and which pairs of
words belong to different categories (e.g., “apple”, “horse”)
(Figure 1).

We listed all pairs of basic-level words in the CDI dataset
and their cosine similarity (according to each cue). Then, we
evaluated the ability of the similarity measures to accurately
predict whether the pairs belonged to “same” or “different”
categories, across the full range of possible discrimination
thresholds. We quantified performance in the task using the
standard Area Under the ROC curve (hereafter AUC). The
AUC score can be interpreted as the probability that, given
two pairs of words, of which one is from the same category,
the pairs are correctly classified based on the similarity. For
each cue, we derived both a global AUC score across all cate-
gories and a category-specific AUC score where we evaluated
only the subset of pairs of words that contained at least an in-
stance of a target category.

Results and Discussion
Individual Cue Results
The “is-a-kind-of” cue is rare Instances of our most ex-
plicit cue type, the “is-a-kind-of” cue, were so rare that we
could not even build feature vectors for basic-level words. In
total, we found only four instances, all of them characterizing
the “animal” category. This finding contrasts with previous
studies that found this cue in parental speech (Blewitt, 1983;
Callanan, 1985; Shipley et al., 1983). This contrast can be
explained by the fact that these previous studies were done in
the context of a controlled experiment and parents were aware
of the task (e.g., teaching words at the superordinate level),
whereas here we tested a large-scale corpus containing a di-
versity of situations. Thus, it is possible that, in these previ-
ous studies, parents used a teaching strategy that they thought
could optimize the short-term outcome (as determined by the
experimenter), rather than a strategy that reflects their spon-
taneous interaction with children in daily life.

The pragmatic cue is noisy Figure 2 shows the global
AUC score across categories as well as the AUC scores spe-
cific to each category. The accuracy of the pragmatic cue was
generally low. The reason this cue performed so poorly is
primarily due to the fact that we relaxed explicit grammatical
constraints. While this operationalization allowed us to cap-
ture all possible ways the hierarchical relation between two
concepts can be expressed linguistically, it also made the rep-
resentation susceptible to errors, mainly by increasing the rate
of false alarms: A basic level term (e.g., “juice”) can also co-
occur with a superordinate label of which it is not an instance
(e.g., “Don’t pour the juice on your clothes!”).3.

3Increasing the size k of the sliding window (i.e., the number of
adjacent utterances within which the basic- and superordinate-level
terms should co-occur) did not improve the performance of this cue.

The affordance-based cue is more accurate but not uni-
versal The accuracy of this cue was relatively high for a
subset of categories, those in which we had an obvious verb to
cue the affordance of the superordinate category, i.e., “food”,
“clothes”, “vehicles”, and “toys”. The accuracy was low in
the case of the “furniture” category since the verb “use” is
not exclusive to this category and can also be used with in-
stances of the other categories. This fact increased the overall
rate of false alarms. The accuracy for the “animal” category
was low as it was not characterized by a single particular verb
affordance.4 Perhaps future work investigating a larger set of
verbs, selected in a principled manner, could overcome these
limitations as our results suggest that verb-based categoriza-
tion is a promising method.

The pure co-occurrence cue is the most reliable The dis-
tributional semantic cue was the most implicit but also the
most powerful. The AUC score for this method was gener-
ally high, including for the “animals” and “furniture” cate-
gories, which were not accurately captured with any of the
previous cues. This finding means that for at least some cat-
egories, children could potentially learn their common high-
level categorization through general patterns of their usage.
This strategy seems even more plausible for higher-level cat-
egories that do not have an explicit label, or for which the la-
bel could not be available to young learners (e.g., “animate”
vs. “inanimate”).

Cross-cue Results
The cues are stable across development The results we
showed concern cues derived from parental speech to chil-
dren up to 3 years old, as this is the age when signs of concep-
tual hierarchy start to emerge in the developmental literature.
But we were also interested in how information in these cues
may change as children grow older. For this analysis, we fol-
lowed the same approach as above but included progressively
more data in the corpus from older children. Results of this
analysis, presented in Figure 3, show that the performance of
all cues remained stable across development, at least up to 6
years old.

The cues provide non-redundant information We ex-
plored the extent to which explicit and implicit cues pro-
vided complementary vs. redundant information. We fit lo-
gistic regressions predicting the binary classification of pairs
of basic-level words as belonging to same or different super-
ordinate categories. The predictors were the pairs’ similarity
measures derived from each cue (centered and scaled to max-
imize comparability; the is-a-kind-of cue was not included
due to sparsity). The results of the regressions, summarized
in Table 2, indicate that, overall, each cue remains highly
significant when controlling for the other cues. Thus, each
cue type provided non-redundant information and the overall

4At the same time, performance for this category was not totally
random as animal instances tend to co-occur consistently with some
verbs from other categories (e.g., ”ride a horse”, ”play with the dog”,
and ”eat the chicken”).
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Figure 2: The Area Under the ROC Curve (AUC) scores for each cue across all categories (’ALL’) and for each category. A
value of 0.5 represents pure chance, and a value of 1 represents perfect performance. The AUC score can be interpreted as
the probability that, given two pairs of basic-level words, of which one is from the same superordinate category, the pairs are
correctly classified using their cue-based similarity.

Table 2: Logistic regressions predicting the binary classification of pairs of basic-level words as belonging to same or different
superordiante categories. The predictors are the pairs’ similarity measures derived from each cue. We fit a different regression
for each superodinate category.

Animals Furniture Toys Food Clothing Vehicles

(Intercept) −2.741∗∗∗ −3.195∗∗∗ −3.244∗∗∗ −2.616∗∗∗ −3.101∗∗∗ −4.663∗∗∗

(0.085) (0.138) (0.155) (0.112) (0.183) (0.348)

Co-occurrence 2.285∗∗∗ 2.040∗∗∗ 1.178∗∗∗ 0.905∗∗∗ 1.644∗∗∗ 1.249∗∗∗

(0.074) (0.127) (0.136) (0.060) (0.171) (0.193)

Affordance 0.022 0.547∗∗∗ 0.620∗∗∗ 2.112∗∗∗ 1.535∗∗∗ 2.211∗∗∗

(0.057) (0.094) (0.113) (0.092) (0.153) (0.245)

Pragmatic 0.179∗∗∗ −0.104 0.722∗∗∗ 0.325∗∗∗ 0.359∗ 0.159
(0.050) (0.080) (0.120) (0.059) (0.146) (0.138)

Note: ∗p<0.05; ∗∗p<0.01; ∗∗∗p<0.001

classification performance increased when multiple informa-
tion sources were used.

General Discussion
How do children acquire the complex hierarchical relation-
ships that characterize mature human conceptual knowledge?
In both its explicit statements and implicit distributional
structure, caregiver talk provides a rich source of informa-
tion about conceptual relationships. Here we used a distri-
butional approach to compare the relative importance of dif-
ferent information sources in categorization of six common

superordinate categories. We found that pure co-occurrence
information (as captured by Word2Vec models) and verb af-
fordances were effective and that – to a lesser extent – senten-
tial co-occurrence with superordinate labels also contributed
positively to classification. Thus, at a high level, our study
confirms the utility of caregiver talk for conveying conceptual
information and suggests that a rich range of linguistic cues
may be available to children in learning category structure.

This work takes a first step towards integrating different
conceptual information sources from caregiver language, but
it has some limitations that should be addressed in future
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Figure 3: The Area Under the ROC Curve (AUC) scores for
each cue (across all categories) using speech heard by chil-
dren up to a particular age. A value of 0.5 represents pure
chance, and a value of 1 represents perfect performance.

work. First, we conducted our study in English, but cross-
linguistic and cross-cultural work is necessary to understand
variation in the way that caregivers’ language specifies the
categorical structure of the world (Medin, Bennis, & Chan-
dler, 2010). Second, we used rough approximations of the
potentially more subtle cues that we labeled “pragmatic” and
“verb affordance” information. Capturing the structure of
knowledge as it is used in natural language is an open compu-
tational challenge, but we could likely improve performance
by further refining these cues.

Our work here suggests the presence of multiple informa-
tion sources about conceptual structure in children’s linguistic
environment. Perhaps the most exciting future direction is the
development of cognitive models that make use of this infor-
mation in a principled way, and that synthesize it with knowl-
edge gleaned from other modalities including children’s di-
rect observations of the world around them. Such a synthe-
sis will be crucial in making progress on understanding chil-
dren’s conceptual structure. By refining our understanding
of linguistic cues to conceptual hierarchy, we hope our work
here helps take a first step in this broader project.
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