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Abstract

Producing and processing speech involves complex feedback
loops of sensory and motor signals. Vocal sounds are par-
tially processed as a movement affordance, allowing us to learn
speaking patterns through imitation, which can be beneficial
for language learning. In this study, we examine this pro-
cess as a type of social embodiment illusion — the blurring
of boundaries between self and other. Participants performed
an altered version of a theatrical game called the ‘one-voice
expert’, where they improvised speech in same-gender dyads.
Unlike previous studies, we looked separately at the effects
of simultaneousness (‘speaking at the same time’) and syn-
chronicity (‘saying the same thing’). These two variables were
found to influence vocal characteristics and self-voice recog-
nition in a distinct way, with synchronicity leading to stronger
pitch adaptation and simultaneousness to suppression of pho-
netic convergence. We conclude that linking embodiment pro-
cesses to joint speech in real world social interactions could be
a promising new conceptual framework, with possible applica-
tions for language learning.

Keywords: voice; speech; social bonding; multisensory inte-
gration; phonetic convergence; embodiment; envoicement;

Introduction

The ‘One-Voice Expert’ (Keith, 1979) is a performative game
originating from improvisational theater. In this game, two
actors pretend to be one person, an expert on a certain made-
up topic. They improvise answers to interview questions,
speaking at the same time as if they have ‘one voice’. To do
this effectively, the speakers need to focus their attention fully
on the other speaker and the task itself in order to quickly
adapt the content of their utterances to the other, leading to a
state of shared intentionality (Reddish, Fischer, & Bulbulia,
2013). A notable aspect of the game is that it involves joint
speech that can be described as both synchronous (saying the
same thing) and simultaneous (speaking at the same time)
(Cummins, 2002). This kind of vocal activity can only be
found in limited contexts in daily life, such as in choir singing
or chanting.! These typically lead to an increase in social
bonding (Mogan, Fischer, & Bulbulia, 2017) and a change
from self- to we-agency (Salmela & Nagatsu, 2017).

Joint Speech as Joint Movement

Producing and monitoring speech is a process of multisensory
integration. Afferent motor commands, as well as motor and
sensory feedback, are an integral part of the experience of

IConversely, the most common form of joint speech - dialogue
- is primarily asynchronous and alternating, with the exception of
brief moments where speakers overlap or mimic each other.

speaking (Postma, 2000). Additionally, there are functional
links between the motor cortex and language systems in the
brain, where words on a semantic level are partially processed
according to their movement affordance (Pulvermiiller, Hauk,
Nikulin, & Ilmoniemi, 2005). Rhythmic sounds produced
by the body, such as clapping or singing, are processed as
not only an auditory signal but also as an intentional se-
quence of motor acts (Overy & Molnar-Szakacs, 2009). Even
non-melodic speech contains rhythm and organized sound se-
quences. This allows listeners to mimic, and synchronize
with, the vocal utterances of others (Cummins, 2009).
‘Shadowing’ speech in this manner provides another layer
of processing that allows the listener to learn speech more
quickly (Kadota, 2019). Listeners who subconsciously align
their speech rhythm with another voice have an advantage at
new-word learning tasks, and show structural differences in
speech production and perception areas of the brain (Assaneo
et al., 2019). Moreover, talented language learners have been
shown to adapt their speech characteristics more strongly to
others (Lewandowski & Jilka, 2019). Speaking with others
can be done in several ways, and understanding those better
allows us to determine the most effective learning strategies.

Synchronous vs. Simultaneous

Speech synchronization is a complex, adaptive process be-
tween speakers. In joint speech research, dialogue (which
is both asynchronous and alternating) is often compared di-
rectly with singing (Kreutz, 2014), close shadowing, (Pardo
et al., 2018), or non-improvised, joint synchronous speech
(Cummins, 2002) (all both synchronous and simultaneous).

In non-improvised, joint synchronous speech, two partic-
ipants read a text together, leading to mutual accommoda-
tion of speech patterns. Speakers use a variety of auditory
information to optimize synchronization (Cummins, 2003,
2009). Similarly, both in close speech shadowing (quick
synchronization with a recorded voice (Chistovich, Fant, de
Serpa-Leitao, & Tjernlund, 1966; Marslen-Wilson, 1985))
and in ‘normal’ conversational speaking, lasting convergence
or adaptation effects were found that persisted after the speak-
ing tasks. In dialogues, this seems to be governed mainly by
mimicry effects on pitch (Gijssels, Casasanto, Jasmin, Ha-
goort, & Casasanto, 2016). However, the vocal characteristics
where these effects occur differ, and findings are inconsistent
over different studies (Pardo et al., 2018).

Synchronized movement, such as marching or dancing, is
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a very common social practice (Wiltermuth & Heath, 2009)
that influences social bonding — for example, the pro-social
behavior of young children can be improved by dancing
together (Kirschner & Tomasello, 2010). Vocal behavior
such as joint speaking, chanting, or singing falls under this
same category and can likewise lead to quick social bonding
(Pearce, Launay, & Dunbar, 2015; Pearce et al., 2016). These
effects of collective motor behavior might be closely related
to the underlying mechanisms of embodiment illusions and
the blurring of self-other boundaries (Tarr, Slater, & Cohen,
2018; Rombout, Atzmueller, & Postma-Nilsenov4, 2018).

Embodiment Illusions

The One-Voice Expert game could be considered a new, so-
cial type of embodiment illusion. Embodiment illusions, such
as the rubber hand illusion (Botvinick & Cohen, 1998), are
commonly used to study how the brain demarcates agency
and body-ownership, necessary for a number of fundamental
processes including self-awareness and social interaction.

These illusions have been shown to elicit various ef-
fects. The embodied form can influence our beliefs and
subsequent behaviors, even after short periods of embodi-
ment (Banakou, Groten, & Slater, 2013; Maister, Sebanz,
Knoblich, & Tsakiris, 2013). Within enfacement studies,
synchronous stimulation has been shown to affect self-other
recognition, inclusion of other in the self, judgment of resem-
blance and attractiveness, and affective state (Tsakiris, 2008;
Sforza, Bufalari, Haggard, & Aglioti, 2010; Mazzurega,
Pavani, Paladino, & Schubert, 2011; Maister, Banissy, &
Tsakiris, 2013).

Embodiment illusions are generally assumed to arise
through multisensory integration.” The predictive coding the-
ory of embodiment states that the brain aims to minimize pre-
diction errors that arise from integrating several sensory in-
puts, weighting them to arrive at a flexible model of what the
current ‘self’ looks like (Kilteni, Maselli, Kording, & Slater,
2015). Visual feedback is generally weighted more heavily
than other sensory input, and could even be essential for iden-
tification of the self (Tsakiris, 2017). However, it is not un-
thinkable that a combination of other sensory inputs could be
just as strong. We would also expect individual differences
in how sensory channels are weighted (Suzuki, Garfinkel,
Critchley, & Seth, 2013; Tajadura-Jiménez & Tsakiris, 2014).

Speech and the Self-other Boundary

Distinguishing your own voice from others might be gov-
erned by the same mechanisms that play a role in body- and
face-recognition (Graux, Gomot, Roux, Bonnet-Brilhault, &
Bruneau, 2014). The voice is sometimes referred to as the
‘auditory face’, carrying information about identity and affect
(Belin, Fecteau, & Bédard, 2004). Interestingly, when a per-
son is speaking in synchrony with someone else, their vocal
utterances are treated by the brain as if they derive from the

ZHowever, visual feedback with only efferent motor commands
seems to be sufficient (Alimardani, Nishio, & Ishiguro, 2013).
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other (Jasmin et al., 2016). This is surprising, as self-voice
recognition has been shown to be quite robust (Xu, Homae,
Hashimoto, & Hagiwara, 2013).

In one of the few voice-based embodiment illusions that
have been studied so far, the addition of a speaking illusion to
a virtual full-body illusion showed that people can attribute
speech to themselves when they seem to inhabit the body
that produces the speech (Banakou & Slater, 2014; Tajadura-
Jiménez, Banakou, Bianchi-Berthouze, & Slater, 2017). The
speaking illusion was created by combining auditory feed-
back with synchronous vibrotactile stimulation on the throat.
This ‘envoicement’ illusion can have an immediate effect on
participants’ vocal output afterwards, similar to the effects
of joint speech, although results have been mixed (Banakou
& Slater, 2017). Additionally, two studies have looked at
this ‘rubber voice’ illusion in isolation, and found that peo-
ple interpreted a stranger’s voice as their own if they heard
it while speaking the same word themselves (Zheng, Mac-
Donald, Munhall, & Johnsrude, 2011), but that auditory and
vibrotactile feedback on their own might not be sufficient
to elicit the illusion (Rombout & Postma-Nilsenova, 2019).
These studies strongly suggest that envoicement effects might
play a role in real-life social interactions, especially in joint
speech situations.

In this study, we use the conceptual framework of embod-
iment to create a new type of social envoicement illusion.
We believe this context could offer new perspectives on joint
speech and group cognition, as well as — ultimately — on
social mechanisms for language learning. We explicitly sep-
arate simultaneousness and synchronicity of speech, as they
might cause different forms of vocal adaptation. Perhaps this
could contribute to an explanation as to why results on pho-
netic convergence differ over different studies. If embodi-
ment effects do indeed play a role in synchronous motor be-
havior and social interaction, blurring of the boundaries be-
tween self and other would be expected to occur — more so
during speech that is both synchronous and simultaneous. In
contrast, simultaneous yet asynchronous speech may disrupt
any envoicement effects due to the ‘erroneous’ feedback this
would cause (Alimardani et al., 2013; Rombout & Postma-
Nilsenova, 2019).

Methods
Sample Sizes

Sixty-six participants (40 female, 26 male, average age 23
years (sd = 3.2)) formed 33 gender-matched dyads, sepa-
rated in N = 16 for the synchronous/simultaneous condi-
tion (C1), N = 18 for asynchronous/simultaneous (C2), N =
16 for synchronous/alternating (C3), and N = 16 for asyn-
chronous/alternating (C4). For 4 participants, the sound
recordings were compromised, leaving N = 62 for the reac-
tion time and voice characteristics measures (resulting in N =
16 for C1, N = 16 for C2, N = 14 for C3, and N = 16 for C4).

The subjects were all university students, gathered from the
human subjects pool of Tilburg University in the Netherlands,



and native Dutch speakers, with no self-reported speech or
hearing issues. They were rewarded with study credits. Par-
ticipation was voluntary and informed consent was obtained
from all subjects. The study was approved by the Tilburg Re-
search Ethics and Data Management Committee.

Conditions and the interview-paradigm

The interviews were based on the ‘One-Voice’ Expert the-
atrical game. Two interviews were conducted per dyad,
with questions about made-up areas of expertise — ‘catch-
ing spears’ and ‘eating habits of odd ducks’. The questions
were open-ended, such as: “What is the most peculiar eating
habit of odd ducks?” and “What equipment do you need for
catching spears?”. The interviews were conducted in Dutch.
All dyads were advised to speak slowly, repeat the question
as part of their answer, and speak in full sentences.

The study used a 2x2 between subjects design. Conditions
were assigned randomly and counterbalanced over dyads.
Condition 1 can be described as synchronous / simultane-
ous. Participants were instructed to answer the interview-
questions at the same time, as if they were a single speaker,
without anyone taking the lead. In condition 2, asynchronous
/ simultaneous, participants answered the questions at the
same time, but gave different answers, while keeping their
answers approximately the same length. In condition 3, syn-
chronous / alternating, participants alternated their answers
(with the experimenter indicating who had to answer first);
the second speaker was instructed to answer after the first
speaker and repeat their answer exactly. Finally in condition
4, asynchronous / alternating, subjects alternated their an-
swers, and gave different answers of approximately the same
length (see Figure 1).

C1 - Synchronous & Simultaneous C2 - Asynchronous & Simultaneous

| JORCRTRR | TN

L L —

C3 - Synchronous & Alternating

C4 - Asynchronous & Alternating

| LS

| SE————— | shob-pobedn

Figure 1: The four interview conditions. In the syn-
chronous conditions (C1 and C3) participants say the
same thing. In the simultaneous conditions (C1 and C2),
they speak at the same time.

Measurements

Vocal Characteristics A list of 30 syllables was recorded by
the participants both before and after the experiment to allow
for comparison of vocal characteristics. The syllables were
made up of a consonant and two vowels (‘Foo’, ‘Kaa’), and
consisted of common Dutch syllables that have no particular
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meaning on their own. Changes in vocal characteristics af-
ter the interviews were then determined by comparing these
recordings.

Voice-recognition task A timed forced-choice task measured
the strength of the vocal self/other boundary (Rombout &
Postma-Nilsenova, 2019). 20 syllables were presented, and
for each one the participant had to determine as fast as pos-
sible whether they were hearing their own voice, or the voice
of someone else. Three tests were conducted for each partic-
ipant - one before the interviews, one after the first interview,
and one after the second interview. Each task consisted of
10 own-voice and 10 other-voice samples, presented in a ran-
dom order. The 30 syllables recorded to compare vocal char-
acteristics were also used for these stimuli, normalized to -5
decibel and with background noise removed.

AffectButton Possible changes in the participants’ subjec-
tive valence, arousal and dominance after the social inter-
action were measured using the AffectButton (Broekens &
Brinkman, 2013), a tool that translates these three dimensions
to a more intuitive visual representation of an emoticon. Par-
ticipants moved their mouse to change the facial expression
of the emoticon until it represented the way they felt. We then
calculated the delta between before and after the interviews.
Embodiment/Envoicement To measure envoicement, we
adapted the original embodiment questionnaire (Botvinick &
Cohen, 1998) in such a way that all statements referred to the
voice. After the interviews, participants indicated their agree-
ment with the statements on a 7-point Likert scale.
Affiliation Questionnaires Closeness was measured after
the interviews using the IOS (inclusion of other in the self)
scale (Woosnam, 2010). Additionally, the participants were
asked to indicate on a 7-point Likert scale how attractive they
thought the other participants’ voice was, how well the col-
laboration went, and whether they considered the other par-
ticipants’ voice similar to their own in terms of pitch, timbre
and rhythm. These were all based on similar questionnaires
used in enfacement research (Sforza et al., 2010).

Procedure

Two soundproof booths were used for concurrent testing with
two desktop computers and two Sennheiser headsets with mi-
crophones. The experiment was run in OpenSesame, with the
exception of the interview portions, which were run in the
voice-chat program TeamSpeak.

First, participants answered demographic questions and the
AffectButton. Then, the participants recorded the 30 syllables
and performed the first voice-recognition test. After this they
were instructed to switch to the voice-chat, where the first in-
terview took place. The interview questions appeared written
on the screen and the participants answered them out loud,
while hearing each-other speak through their headphones.
Each dyad answered the questions according to the condition
they were randomly assigned to. The interviews lasted from
3 to 5 minutes. After the first interview, participants did an-
other voice-recognition test, then the second interview and a
last voice-recognition test. They then filled out the IOS scale,



the second AffectButton, the envoicement questionnaire, gen-
eral and manipulation-check questions, and lastly recorded
the same 30 syllables again.

Table 1: Descriptive statistics and model-comparisons

| Mean | SD | x*(1) [ p-value
0o
Sync 0.92 22.13
Async 3.51 27.7 3.86 0.049
f1
Sim 12.39 209.43
Alt 30.67 197.58 | 6.13 0.013
f1 (interaction)
Sync/Sim 28.6 204.64
Async/Sim 3.82 213.09
Sync/Alt 20.88 167.86
Async/Alt 39.24 220.14 | 8.90 0.031
2
Sim 23.37 330.66
Alt 42.87 327.09 | 6.05 0.014
HNR
Sim 0.18 1.64
Alt 0.1 1.77 3.93 0.047
Results

Vocal Characteristics

All sound-samples of the syllables recordings (60 per partic-
ipant) were analyzed with the Soundgen library in R (R Core
Team, 2013; Anikin, 2018), using a PitchFloor of 50 and
a PitchCeiling of 500. The fundamental frequency of these
voice-samples was extracted to calculate the possible fO-shift
in reaction to the other participant. Additionally, the con-
vergence on f1, f2 and the harmonics-to-noise ratio (HNR)
was also calculated to account for secondary voice character-
istics. This individual adaptation was calculated per syllable
by taking the delta between the before measurement from the
participant and that of their dyad counterpart, and subtract-
ing the delta between the after measurement of the partici-
pant and the before measurement of their dyad counterpart
(Postma-Nilsenova, Brunninkhuis, & Postma, 2013). Thus,
only identical syllables were directly compared.

We used R with the Ime4 library (R Core Team, 2013;
Bates, Maechler, Bolker, & Walker, 2012) to perform a lin-
ear mixed effects analysis of the relationship between pitch,
fl, f2 or HNR, and a synchronous interview, a simultaneous
interview, or the interaction of both. We added gender as a
fixed effect and included intercepts for subjects, syllables and
dyads as random effects.® Visual inspection of residual plots
did not reveal any obvious deviations from homoscedasticity

3Basic model (example for pitch (f0)) created as follows: modelO
= Imer(pitch-adaptation ~ gender + (1|pp) + (1|syll) + (1|dyad),
data = datafull, REML = FALSE). Full model created by adding
SYnc, sim Or Sync * sim.
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or normality. P-values were obtained by likelihood ratio tests
of the full model against the basic model. We only report
the significant differences, see table 1. Detailed output of the
mixed models can be found in table 2.

The synchronous conditions, i.e., producing an utterance
with the same content, only had a significant effect on fO
adaptation, a higher mean indicating more adaptation. On
the other hand, the simultaneous conditions influenced the
secondary vocal features. These results show that after the
conditions where participants spoke at the same time, they
adapted their vocal characteristics less to each other than af-
ter the conditions where they took turns. Additionally, there
was a significant interaction effect on f1, with least adaptation
after the sync/sim (C1) condition and most after the async/alt
(C4) condition.

Voice Recognition task

We did not find systematic effects of the experimental con-
ditions on the overall voice recognition score. Participants
became faster over time (F(1, 57) = 35.103, p < .001, np2
= .381). There was no significant interaction effect between
time and condition. However, during the second reaction-
time task (between the two interviews), participants made
significantly more mistakes in the simultaneous conditions
(F(1,60) = 5,227, p = .026), and were significantly quicker
in the synchronous conditions (F(1,59) = 4,692, p = .034).

Table 2: Summary of Mixed Effects Models

| Estimate | SE | t-value
fO
Intercept -5.273 2.170 -2.430
Gender (female) 2.818 2.313 1.218
Sync/Async (sync) 4.502 2.255 1.997
fl
Intercept 30.5740 | 15.6829 | 1.950
Gender (female) 0.1756 16.9762 | 0.010
Sim/Alt (sim) -43.0842 | 16.5463 | -2.604
f1 (interaction)
Intercept 39.945 18.137 2.202
Gender (female) -1.418 16.325 -0.087
Sync/Async (sync) -18.258 22.527 -0.811
Sim/Alt (sim) -35.061 22.113 -1.586
Sync:Sim -14.337 31.444 -0.456
2
Intercept 56.69 23.02 2.463
Gender (female) -25.92 24.70 -1.049
Sim/Alt (sim) -62.24 24.08 -2.585
HNR
Intercept -0.07767 | 0.14652 | -0.530
Gender (female) 0.33026 | 0.16744 | 1.972
Sim/Alt (sim) -0.32872 | 0.16320 | -2.014




Other Measurements

There were no significant differences between conditions in
the delta of the valence, arousal and dominance scores, in the
IOS score, on the embodiment questionnaire, or on the addi-
tional questionnaires. There was an effect on the subjective
experience of the collaboration (F(3,60) = 11.691, p < .001).
Participants rated the collaboration significantly higher in C3
(sync/alt) than in C1 (sync/sim) (Tukey post-hoc test, C3: 6.6
+ 1.1, C1: 5.2 £ 1.4, p =.023). Additionally, participants
in alternating conditions (3 and 4) rated the collaboration sig-
nificantly higher than in C2 (async/sim) (Tukey post-hoc test,
C3: 6.6 +1.1,C2: 3.9 £+ 1.8, p < .001) (Tukey post-hoc test,
C4:59+1.1,C2: 3.9 £ 1.8, p=.001).

Discussion

We proposed a new social envoicement illusion, aiming to
study joint speaking in the context of self-other boundaries.
We specifically separated synchronous and simultaneous joint
speech so these characteristics could be studied in isolation,
especially in regards to their effects on phonetic convergence
(Pardo et al., 2018). Additionally we expected similar blur-
ring of self and other as, for example, in the enfacement illu-
sion (Tsakiris, 2008), with strongest effects after joint speech
that was both synchronous and simultaneous, and little effect
after simultaneous yet asynchronous speech.

The analysis of voice characteristics revealed that syn-
chronicity and simultaneousness might indeed affect vocal
adaptation differently. In the conditions where the partic-
ipants were instructed to say the same thing, they adapted
their pitch significantly more towards the other person. This
could indicate a blurring of body-boundaries or a stronger
speech mimicking impulse, which could be associated with
stronger language learning outcomes (Assaneo et al., 2019).
This suggests possibilities for practical applications of em-
bodiment/envoicement paradigms.

Speaking at the same time, on the other hand, had a signif-
icant effect on several secondary voice characteristics. When
the participants were taking turns talking, their voices be-
came more similar, which is likely due to a mimicry effect
as is expected in normal conversation (Postma-Nilsenova et
al., 2013; Gijssels et al., 2016). But when talking at the same
time, this effect seems to be suppressed and the distance be-
tween voices stays the same or even diverges. A possible ex-
planation could be that this helps to distinguish the own voice
from the other, avoiding confusion and slurring of speech
(Marslen-Wilson, 1985). These results confirm the complex
nature of how the voice is influenced by joint speech (Pardo
et al., 2018), reflected in the novel separation of synchronous
and simultaneous speaking. It seems very likely that other,
similar joint speech features may play a role as well.

The results for embodiment effects, or blurring between
self and other, were more mixed. Performance on the voice
recognition task improved over time, which is most likely a
training effect. After the first interview, participants in the
synchronous conditions specifically were significantly faster

2919

at the recognition task, an effect that disappeared after the
second interview. One explanation could be that the utter-
ances with the same content made the differences between
the two voices stand out more, as participants could com-
pare them quite directly with each-other. In the simultaneous
conditions on the other hand, participants made significantly
more mistakes on the recognition task after the first interview,
an effect that again disappeared after the second. It is possi-
ble that the act of speaking at the same time made it more
difficult for participants to distinguish their voices from each
other (which would tie in with the effect this had on secondary
voice characteristics). In both cases it is however unclear why
these effects did not persist.

The remaining questionnaire results indicate that on the
subjective level, there was little difference in how the partici-
pants experienced the different conditions (except on collab-
oration satisfaction, which is unlikely to be an embodiment
effect). The enfacement illusion quite reliably influences sub-
jective experience (Tsakiris, 2008), so this is an indication
that an envoicement illusion without any visual components
might not be strong enough to do so. This is not entirely unex-
pected, as vision is generally recognized as a much stronger
contributor to embodiment illusions (Tsakiris, 2017; Rom-
bout & Postma-Nilsenova, 2019). The effects on voice char-
acteristics and self-voice recognition show that some blur-
ring of self/other boundaries may have occurred on a more
subconscious level, but not always in the direction that we
would have expected beforehand. To explore this further, fu-
ture research could try and strengthen any embodiment ef-
fects through an added visual illusion (for example a virtual
reality body swap).

Conclusion

We explored a new experimental paradigm designed to elicit
a social ‘envoicement’ illusion and study joint speech in the
context of embodiment and self-other boundaries. Our re-
sults show that the synchronous and simultaneous qualities
of joint speech influence vocal adaptation differently. Syn-
chronous speech significantly strengthens fO adaptation, but
seems to also improve self-voice recognition, whereas simul-
taneous speech causes the adaptation of secondary voice char-
acteristics to be suppressed, and self-voice recognition to be
more difficult.

These results shows the importance of studying these joint
speech features separately, and points to the possibility of
other features that might influence phonetic convergence. Our
results on the possible effects of embodiment processes in
joint speech are only exploratory, but warrant further re-
search. Uncovering the role of envoicement in social inter-
action and joint speech could not only lead to a better un-
derstanding of both, but ultimately to applications where one
is strengthened by the other — for example by using virtual
embodiment and voice illusions to improve language learning
through increased vocal adaptation.
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