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Abstract

Hundreds of millions of people learn a second language (L2).1
When learning a specific L2, there are common errors for na-
tive speakers of a given L1 language, suggesting specific ef-
fects of L1 on L2 learning. Nevertheless, language instruc-
tion materials are designed based only on L2. We develop
a computational model that mimics the behavior of a non-
native speaker of a specific language to provide a deeper un-
derstanding of the problem of learning a second language. We
use a Naive Bayes to model prepositional choices in English
(L2) by native Mandarin (L1) speakers. Our results show that
both correct and incorrect responses can be explained by the
learner’s L1 information. Moreover, our model predicts incor-
rect choices with no explicit training data of non-native mis-
takes. Our results thus provide a new medium to analyze and
develop tools for L2 teaching.
Keywords: Computational model, Second language learning,
Preposition learning, N-gram model, Bayesian model

Introduction
Statistics show that for the three most spoken languages in
the world, English, Mandarin-Chinese, and Hindi, a signif-
icant portion of speakers are second language (L2) learn-
ers (65%, 45%, and 18% respectively).1 L2 speakers rarely
reach competency level similar to native-like performance
(e.g. Robenalt & Goldberg, 2016; Bley-Vroman & Joo,
2001), raising questions about why their performance is lim-
ited and what methods might improve their learning. Sec-
ond language teaching often uses material that goes through
sections of topic-specific words or lists of all possible syn-
tactic extensions, which are based on the structure of the L2
to be learned. Importantly, learners from a given L1 exhibit
common patterns in all levels of their L2 use starting from
choice of words, reading patterns, and grammatical mistakes
(Goldin, Rabinovich, & Wintner, 2018; Berzak, Nakamura,
Flynn, & Katz, 2017). These group patterns are hypothesized
to result from transfer or interference of L1 (first language)
knowledge. This paper sets out to better understand such L1-
based characteristics of L2 use as a step toward better auto-
mated teaching curricula.

Computational research has investigated use of L1 to
improve grammatical error detection and correction in L2
(Chodorow, Tetreault, & Han, 2007; Dale, Anisimoff, & Nar-
roway, 2012; Ng et al., 2014; Rozovskaya, Roth, & Sam-
mons, 2017). For example, Rozovskaya et al. (2017) incor-

1According to https://www.ethnologue.com/

porate L1 ID into the features used by a Naive Bayes algo-
rithm to predict the mistakes made by non-native users of En-
glish. Their method is effective when trained on small scale
L2 learner annotated mistakes or large native English data of
billions of words. This method can offer support for users
who have already gained some knowledge of the language
by correcting mistakes in their L2 productions. However,
identifying a potential lack of grammaticality alone does not
clearly provide an explanation as to why a learner produced
such mistake or how to better teach human learners.

Previous research has used recent advances in computa-
tional linguistics to automatically generate L2 teaching mate-
rial optimized for learners’ needs. For example, (Xiao, Wang,
Zhang, Tan, & Chen, 2018) use a small set of multiple-choice
preposition selection questions from textbooks as seed data,
which range in difficulty level to fit learners at different pro-
ficiency level. They propose a computational approach based
on word embedding to generate additional questions in line
with the seed textbook data. Whereas they aimed to auto-
matically replicate existing questions, our goal is to develop
methods that are tailored to learners from different L1 lan-
guages, and their signature errors.

Proposed Model of Preposition Learning
Our vision draws inspiration from pedagogical models of
ideal teaching which create optimal teaching data based on
a simulated learner (Shafto, Goodman, & Griffiths, 2014;
Eaves Jr, Feldman, Griffiths, & Shafto, 2016). Ideal teach-
ing models predict the optimal data sequence for a learner
by modeling the learning and the data generation as a cou-
pled process, similar to teachers providing the most useful
examples to explain a topic. The core of an effective teach-
ing model is a good learner model that simulates the learner’s
knowledge state over the learning process. Once a learner
model is specified, and not before, one may generate optimal
teaching data in systematic ways (Eaves JR & Shafto, 2016).
Thus, in this paper we focus on the core first step of develop-
ing learner models that can capture L2-learner behavior, for
L1 native speakers, on the tasks of interest.

Most computational models for L2 acquisition aim to cap-
ture learner’s mistakes after they are made, rather than an-
alyzing potential causal factors (Settles, Brust, Gustafson,
Hagiwara, & Madnani, 2018). These methods are based on
training on large amounts of L2 data and considerable data
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of L2 learner mistakes (7M words). Successful approaches
gain performance from choice of method and size of data,
rather than cognitively-inspired features (Settles et al., 2018).
While powerful, given enough data, such approaches risk lim-
ited transfer across contexts by mistaking merely correlated
variables for causally relevant factors.

We aim to explain both successes and mistakes of hu-
man learners as a function of features of their L1 to clarify
the strengths and weaknesses of current teaching approaches.
Unlike previous work on error detection, our goal is to pre-
dict learner’s mistake using L1 and L2 data only without (1)
training data of learner’s errors, or (2) extensive L2 data non-
plausible for an L2 learner. We focus on the task of prepo-
sition selection with Mandarin as L1 and English as L2 us-
ing the experimental data of Xiao et al. (2018) as gold stan-
dard. We follow the Naive Bayes framework proposed by
Rozovskaya et al. (2017), a simple yet flexible approach that
can be adapted to any language pairing with minimal cost and
that has been shown to perform better with identification of
the L1 grouping. We train monolingual learners using dataset
from a single language and model L2 learners by combining
data from two languages. Psycholinguistic evidence suggests
that native speakers of a specific Language, e.g., Mandarin,
present similar mistake pattern when learning a common L2,
e.g., English. We verify such group-specific characteristics
by comparing the results from our Mandarin-English model
to baseline models of English as a second language using
other possible L1 choices (Hebrew and Japanese).

Our results will show that L2 learners are better at identi-
fying the correct choice when it correlates with the frequency
of the preposition in their L1. Additionally, mistakes corre-
late with predictions of our L2 simulated learner, indicating
that mistakes are driven by both frequency of the preposition
and contextual information of words around the preposition in
L1 and L2. We conclude that learners require teaching data
that addresses potential biases in their L2 knowledge created
by discrepancies in regularities between the two languages.
While simple frequency information fails to replicate this be-
havior, our model offers a computational leaner that can be
used to develop L1-specific teaching material.

Grammatical Errors in Preposition Selection
Preposition selection errors represent the largest category
(29%) of grammatical mistakes made by non-native speak-
ers (Bitchener, Young, & Cameron, 2005). Prepositions also
comprise a large portion of verbal communication. Analy-
sis of multiple corpora indicate that 10% of top 100 most
frequent words used in English are prepositions (Xiao et al.,
2018; Schneider et al., 2016). Moreover, the highly polyse-
mous meaning of prepositions heighten the difficulty of form-
ing a cohesive representation of the meaning of each preposi-
tion (Schneider et al., 2016).

To facilitate modeling of preposition learning, Xiao et al.
(2018) expand on multiple choice questions of preposition se-
lection from a textbook using large data set by finding ques-

� �� � � � �� ?
small frame with come make what ?
what is the small frame used for?

(a) Mandarin translation

אני בכלל לא הסתכלתי על ה שעון

I at_all no look on the clock

I didn‘t look at the clock at_all

(b) Hebrew translation
Figure 1: Examples taken from the L2 training data including L1
sentence, word-by-word translation, and parallel meaning transla-
tion.

tion and word embeddings and selecting distractors. Xiao et
al. (2018) recruited 491 participants to complete 100 ques-
tions spanning over 4 difficulty levels (see Table 1). Partici-
pants were all native speakers of Mandarin with English Pro-
ficiency ranging from beginner to advanced language users
(high-school, undergraduate, and graduate students). Each
question was completed by 88 to 163 participants. Their ex-
perimental results showed that average score drops as diffi-
culty increases, confirming the plausibility of their method
in matching the hypothesized difficulty level for each group.
The data therefore includes both proportions of correct as
well as incorrect answers for all questions. It covers a wide
range of prepositions over a rich selection of context words.

Experiment
Our goal is to model the decisions of an L2 learner in select-
ing a preposition for a given context. Following theories of
interference and transfer, we train the learner using a Naive
Bayes model on n-grams representing the context of prepo-
sition in each language. The use of n-grams as training data
represents a learner that uses language-specific distribution
is predicting a preposition for a context. For example, for
the first question in Table 1, the English 3-gram, “opinion
of herself” will suggest of as the likely preposition based on
English distribution. While, in Mandarin, a more common
2-gram “by herself”, may mislead the learner resulting in the
selection of by.

To capture learning over language-specific n-grams, we use
training data translated word-by-word to English (see Fig-
ure 1). This method captures the meaning of the word in
the original language, as opposed to full-sentence transla-
tion that aims to align the words to their intended meaning
in the target translation. We investigate the effects of L1
on L2 by comparing a model trained on different L1 lan-
guages to training to the learner’s native L1. We predict
that the participants’ choices will correlate with the properties
of their native language more so than the second language.
That is, that a model trained on Mandarin and English data
(L1:Man+L2:Eng) will match the choices made by Man-
darin native-speakers more closely than a model trained on
English alone (L1:Eng), Mandarin alone (L1:Man) or on
English combined with other languages. Moreover, we in-
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Difficulty Level Question Candidate Answers
1 She has a low opinion herself (a) with (b) by* (c) inside (d) of
3 After all, it hadn’t really been her fault that (a) up* (b) round (c) after (d) down

she became mixed in Jack ’s business affairs
Table 1: Examples of test items included in the experimental design of (Xiao et al., 2018). Difficulty levels range from 1 (easiest) to 4
(hardest). Numbers in brackets indicate the percentage of participants selecting this answer. Correct choice is given in bold and participants’
top choice marked by an asterisk.

vestigated whether our model predicts mistakes, despite not
being trained directly on errors, by capturing the interference
and transfer specific for the precise L1-L2 pairing.

Naive Bayes Model
We describe a Bayesian model of the participants’ choice
in the preposition selection task. Let c denote a particular
choice of preposition from the available set of prepositions
(the Candidate Answers in Table 1) and q denotes the ques-
tion (the Question in Table 1). The probability that a partic-
ipant chooses c given the question q after observing the data
D, can be expressed as:

P(c|q,D) =
P(c,q|D)

∑c P(c,q|D)
.

D can be purely L1 training data (L1 speaker) or a mixture
of L1 and L2 training data (L2 speaker). The former aims
to capture the influence of the participant’s L1 knowledge on
the task, while the latter represents the partial L2 knowledge.
Following the settings of the experimental design, the prob-
ability of each choice, c is measured over the four possible
choices for each question as denoted by the sum in the de-
nominator over those four choices.

For each choice c we extract all n-grams from the question
q, resulting in m question-based n-grams. The joint proba-
bility is calculated using the multinomial Naive Bayes model
over the n-gram features extracted from the data, D:

P(c,q|D) =
m!

k1c! · · ·kV c!
θ

k1c
1c · · ·θ

kV c
V c ,

m is the number of n-grams gathered from the question sen-
tence after filling in the blank with the preposition choice c of
interest; k jc is the number of times the jth n-gram in the data
appears in the question sentence; V is the number of types of
n-grams extracted from the data, D (listed in the N-grams col-
umn in Table 2). The probability of c being the correct choice
according to the n-gram θ jc is measured by the relative fre-
quency of this n-gram for the preposition:

θ jc =
n jc +1
nc +V

.

Where, n jc is the frequency of the jth n-gram extracted from
all the sentences in D that contain the preposition c; and
nc = ∑ j n jc is the frequency of all the n-grams extracted from
the sentences that contain the preposition c. Intuitively, this
model assigns a high probability to a choice c in a context

q if c is observed with high frequency among sentences in
the data that are similar to q in terms of n-gram composition.
Mechanistically, P(c,q|d) is high if large θ jc’s are paired with
non-zero k jc’s. A k jc typically takes on value 1 or 0, depend-
ing on whether or not it is found in the question sentence,
and a large θ jc means that the the n-gram indexed by jc is
observed with high frequency in the data.

Training data
We used CHILDES corpora for all 4 languages as it provides
us with the advantage of part-of-speech tagging, lemmati-
zation, and, uniquely, word-to-word translation for several
corpora across multiple languages. We extract our n-Grams
from datasets corresponding to each of the 4 languages: En-
glish, Mandarin, Hebrew, and Japanese. We choose Hebrew
and Japanese as two languages with similar number of n-
grams for the prepositional data compared with Mandarin.
We used 7 English corpora, the 11 Chinese-Mandarin cor-
pora with word-by-word English translation, the 2 translated
Japanese corpora, and 2 translated Hebrew corpora (Brown,
1973; Masur & Gleason, 1980; Kuczaj II, 1977; Sachs, 1983;
MacWhinney & Snow, 1990; Suppes, 1974; Tardif, 1995;
Hemphill et al., 1994; Chang, 2004; L. Li & Zhou, 2008; Xi-
angjun & Yip, 2018; Zhou, 2001; H. Li & Zhou, 2015; L. Li
& Zhou, 2011; X. Li & Zhou, 2004; Miyata, 1992, 2012;
Armon-Lotem, 1996).2 Sentences that included a preposition
were selected for n-gram extraction. To increase the qual-
ity of our n-grams, we removed words corresponding to the
part-of-speech tags,3 such as determiners, to approximate the
relatedness denoted by the parse tree rather than raw order-
ing. This step removed 247 word types including words such
as bye, and gosh. Each sentence in the data is labeled by
the prepositions that it contains, and and all possible 2- to 5-
grams (no skip-grams) are extracted from each sentence. The
final number of sentences and n-grams for each language are
presented in Table 2.

Methods
Evaluation The test data includes 100 multiple-choice
questions with 4 candidate preposition for each question (see
Table 1). For each candidate preposition, we calculate the

2No citation provided for https://childes.talkbank.org/
access/Chinese/Mandarin/Xinjiang.html, https://childes
.talkbank.org/access/Chinese/Mandarin/Zhou3.html, and
https://childes.talkbank.org/access/Other/Hebrew/
Ravid.html

3Tags: co, det:art, det:poss, neg, aux, mod, cop, cl, and cm.
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percentage of people selecting this as the preferred answer.
To obtain the corresponding probability for each candidate
from the model, we first remove from the questions any words
removed in the pre-processing step of the training data based
on the part-of-speech tags.

Baseline models We compare our results to baseline mod-
els used to understand to what degree the preposition fre-
quency alone can explain the results. If learners are better at
prepositions they frequently heard while learning the L2, the
English frequencies will predict their correct choices for these
prepositions. But, interference from L1 would entail that the
frequency of the preposition in L1 will predict learner’s be-
havior. We constructed the baseline models for each of the
languages listed in Table 2 with the form of:

PB(c|s,D) =
fc +1

∑c fc +4
,

where fc is the frequency of the preposition choice c in the
training data D. The addition of 1 to the frequency matches
the Laplace smoothing in the Naive Bayes Models to avoid
zero numerator or denominator.

Language Sentences N-grams Prepositions
English 254,366 708,126 42 / 42
Mandarin 108,372 218,411 33 / 42
Hebrew 25,094 174,395 32 / 42
Japanese 30,797 198,247 35 / 42

Table 2: Number of sentences used for training in each language.
The columns from left to right indicate the number of sentences from
CHILDES that include at least one of the prepositions, the resulting
number of n-grams (2- to 5-grams) used for training, and the fraction
of preposition types in the training data out of all the preposition
types present in the questions.

Results
We compare participants’ choices to three types of models.
The naming conventions for the models is as follows: First,
the baseline models are denoted by the first 3 letters of the lan-
guage name and -Base: e.g., Man-Base corresponds to a base-
line model based on only the frequency (or base rate) of the
prepositions in the Mandarin data. Second, single language
models are denoted by L1: and the first 3 letters of the lan-
guage name: e.g., L1:Heb corresponds to the model trained
on the frequency of n-grams in the Hebrew data. Lastly, L2
learner models, which is a mixed model trained on L1 and L2
data, are denoted by L1:X + L2:Eng, where X can be Man,
Heb, or Jap. For this type of model, we always use all of the
L1 data and a random selection of 25% of the English data.

Analysis of all choices We first analyze the correlation of
each model with the participants’ responses, with the goal
of identifying models that correlate well with experimental
results of (Xiao et al., 2018). The analysis includes all the
multiple-choice candidates, 4 for each of the 100 questions.

Figure 2 shows a scatter plot of the participants’ choice per-
centage on the y-axis and each model’s choice probability
on the x-axis along with the linear regression line for each
model. We analyze the correct choices (based on the gold-
standard for each question) and the incorrect choices (the
three distractors for each question) separately.

For the correct choices, the Man-Base model has the high-
est correlation (r = 0.246) and a significant positive slope (Ef-
fect size=0.164, t(98)=2.515, p=0.0135). This result suggests
that the frequency of the prepositions in the native language
predicts the degree to which participants are likely to select
the correct choice as an answer. When the frequency of the
correct choice is high in Mandarin (RHS of the x-axis), par-
ticipants easily make the right selection. When the correct
candidate has low frequency in Mandarin (LHS of the x-axis),
participants fail to make the correct choice.

The Eng-Base model has a positive but non-significant cor-
relation with the percentages of correct choices (r=0.151,
t(98)=1.516, p=0.133). A linear model with interaction ef-
fect shows that the Man-Base and Eng-Base do not gener-
ate significantly different fits (t(196)=0.491, p=0.624). The
other models also do not correlate positively and significantly
with participants’ choice behavior. Although the correct can-
didates are drawn from the grammatical use in English, the
participants’ choice probabilities are not as influenced by L2
knowledge as it is by their own native language.

Looking at the data for the incorrect choices, we ob-
serve that the strongest correlation comes from the L1:Man
+ L2:Eng model (left panel of Figure 2); however, none
of the models yields significant correlation. An inspection
of the training data suggests that the child-directed speech
training data does not contain enough occurrences to analyze
choices for low-frequency prepositions (single occurrence).
To address this limitation, we look at the top choices—the
preposition selected by most of the participants for each ques-
tion. This method naturally eliminates low-frequency prepo-
sitions from our evaluation and puts a magnifying glass on
the choices that are most agreed upon by the participants.

Analysis of top choices In this evaluation, we focus on
only the top choice, or the most popular selection, made by
the participants for each question. Thus, this analysis cov-
ers 1 preposition for each of the 100 questions correspond-
ing to 66 correct choices and 34 incorrect choices (see Fig-
ure 3). For the correct choices, the Man-Base model based
on the frequency of the prepositions in Mandarin (L1) is
still the strongest, although there is no significant correla-
tion (r=0.128, t(64)=1.034, p=0.305). However, since this
evaluation does not include the choices with lower percent-
age (note the y-axis begins from 0.3), the correlation loses its
strength. Our analysis shows that top choices that are also
correct choices include mostly prepositions with high fre-
quency in Mandarin (L1), making it harder to correlate across
the full range.4

4In accordance with common methodology in corpus linguistic
research, a modified baseline model based on log frequency of the
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Figure 2: The correlation of our baseline models and Naive Bayes models with the participants’ choice percentage over (1) the 100 correct
choices (right panel), and (2) the 300 distractors (left panel). Only the frequency of the prepositions in Mandarin (Man-Base) predicts the
percentages of participants’ correct choices; none of the models predict those for the distractors.
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Figure 3: The correlation of our baseline models and Naive Bayes models with the participants’ choice percentage over (1) the 66 correct
choices chosen by participants as the top choice (right panel), and (2) the 34 incorrect choices selected by participants as the top choice
(left panel). The percentage of participants’ choice for the incorrect choices is predicted only by the probabilities provided by our model
simulating a Mandarin speaker learning English (L1:Man+L2:Eng).

On the other hand, a linear regression analysis shows
that the non-native learner model L1:Man+L2:Eng pre-
dicts the top incorrect choices (r=0.604, effect size=0.192,
t(32)=4.284, p<0.001) above and beyond any of the other
baseline models. Notably, the mistakes arise from the inte-
gration of linguistic properties that are known to play a role
in language prediction—frequency and co-occurrence data,
rather than training on data of learner’s mistakes. Finally,
models of L2 learners of other languages, here, Hebrew and
Japanese, do not explain any of the participants behavior.
The next best model, L1:Heb+L2:Eng, does not correlate sig-
nificantly with participants’ choice percentage (t(32)=1.028,
p=0.312). Linguistic choices of L2 learners are explained
by the target second language and the native language of the
group of learners.

prepositions instead of frequency also do not yield significant corre-
lation (r=-0.0204, t(64)=-0.163, p=0.871).

Discussion
Non-native learners are becoming a core population of the
most frequently used languages. Teaching materials often go
through topic-specific words or lists of all possible syntactic
extensions, which are based entirely on the structure of the L2
to be learned. To the extent that computational tools make use
of information about learners’ native languages, they aim to
improve detection and correction of errors, after they happen.

Toward the goal of developing models for teaching L2 lan-
guages to L1 speakers, we investigate development of models
of second language learners. In contrast with prior work, our
approach to modeling learner responses is based on properties
of L1, augmented (in some cases) by those of L2. Unlike er-
ror detection model, we train our models only on language
data without using data of common errors made by non-
native speakers. Focusing on the problem of learning prepo-
sitions, we create a wide variety of models based on preposi-
tion baserates and n-gram frequencies in the learner’s L1 and
L2. We find that a model based on L1 preposition baserate is
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a robust predictor of correct answers in L2, suggesting that
learners’ are strongly leveraging their prior knowledge when
learning. Moreover, learners’ frequent errors are strongly pre-
dicted by a model based on n-grams in their L1, combined by
n-grams in L2. Results show that a host of alternative mod-
els based on baserates and n-grams from other languages do
not explain the pattern of results. Overall, the results indicate
robust influence of L1 on learning L2.

Our current results are limited by the size and scope of the
training data. On the other hand, the word-to-word transla-
tion, uniquely provided by this dataset, enables the model
to represent the context of preposition choice in sentence-
specific data. While one-to-one mapping such as subject-verb
may be captured by single word mapping across languages
(Kochmar & Shutova, 2016), there is no one-to-one map-
ping of prepositions as a single word across languages (e.g.
Beekhuizen & Stevenson, 2015). The translation of full sen-
tences word-by-word provided a context-specific translation
that enabled prediction of L2 mistakes.

Developing learner models is a first step toward models
that improve teaching second languages by understanding the
influence of L1. There are a number of important directions
before this goal can be realized. First, our results show that
we can predict errors, the next step would be to validate teach-
ing of prepositions using this learner model. Second, our re-
sults are based on speakers of Mandarin who are learning En-
glish as a second language, and it will be important to con-
sider speakers of other L1s learning other L2s. Third, prepo-
sitions are one small aspect of the overall language learn-
ing problem, and generalization to other linguistic features
remains an open question. Because of the simplicity of the
approach and the availability of the relevant training data, we
are optimistic that this approach will allow development of
improved models of second language teaching.
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