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Abstract

Widely regarded as the cornerstone of justice (Rawls, 1971),
fairness constitutes one of the pillars of human morality. The
Ultimatum Game (UG), extensively studied in behavioral eco-
nomics, is the canonical task for studying fairness. In sharp
contrast to the predictions of normative standards in game the-
ory, people typically reject low offers in UG. In this work,
we present the first resource-rational process model of UG.
Concretely, by taking into account people’s expectations, we
show that Nobandegani et al.’s (2018) resource-rational pro-
cess model, sample-based expected-utility, provides a unified
account of several experimental findings in UG, namely, the
effects of expectation, competition, and time pressure. Assum-
ing that expectation serves as a reference point for subjective
valuation of an offer, we show that the rejection of low offers in
UG can arise from purely self-interested expected-utility max-
imization. We conclude by discussing the implication of our
work for moral decision-making and, more broadly, human ra-
tionality.

Keywords: Ultimatum game; moral decision-making; fair-
ness; rational process models

The fundamental idea in the concept of justice is fairness.
- John Rawls (1971)

1 Introduction

Widely considered as one of the pillars of human morality,
fairness is chiefly investigated in the context of the Ultimatum
Game (UG, Giith et al., 1982), an extensively studied game in
psychology (e.g., Sanfey, 2009; Battigalli et al., 2015; Vavra
et al., 2018), neuroscience (Sanfey et al., 2003; Xiang et al.,
2013; Chang & Sanfey, 2013), philosophy (Guala, 2008), and
behavioral economics (e.g., Giith et al., 1982; Thaler, 1988;
Camerer & Thaler, 1995; Fehr & Schmidt, 1999; Sutter et al.,
2003; Camerer & Fehr, 2006). UG has a simple design: Two
players, Proposer and Responder, have to agree on how to
split a sum of money. Proposer makes an offer. If Responder
accepts, the deal goes ahead; if Responder rejects, neither
player gets anything. In both cases, the game is over.

The normative standards of backward induction and sub-
game perfect equilibrium predict that Responder will accept
any nonzero offer, with the rationale being that any posi-
tive amount, even if minuscule, is better that nothing at all
(Camerer & Thaler, 1995). Nevertheless, in sharp contrast
to the predictions of these normative standards, a substantial
body of experimental work has shown that Responders pre-
dominantly reject offers below 30% (e.g., Giith et al., 1982;

Thaler, 1988; Giith & Tietz, 1990; Bolton & Zwick, 1995;
Nowak et al., 2000; Camerer & Fehr, 2006). The algorith-
mic foundation of this puzzling behavior has remained largely
elusive.

There have been speculations about the role of bounded ra-
tionality in UG (e.g., Camerer & Fehr, 2006; Van Damme et
al., 2014). Inspired by these speculations, in this work we
ask whether Responder’s behavior could be understood as
optimal behavior with the mind acting as a cognitive miser.
Concretely, by taking into account people’s expectations, we
show that Nobandegani et al.’s (2018) resource-rational pro-
cess model, sample-based expected-utility (SbEU), provides
a unified account of several disparate experimental findings
in UG, namely, the effects of expectation, competition, and
time pressure.

Importantly, a series of behavioral (Sanfey, 2009; Battigalli
etal., 2015; Vavra et al., 2018) and neuroimaging studies (Xi-
ang et al., 2013; Chang & Sanfey, 2013) have recently re-
vealed that expectation plays a crucial role in UG, with Re-
sponders adapting their behavior based on the amount of of-
fer they expect. Particularly, Sanfey (2009) and Vavra et al.
(2018) experimentally showed that when Responders expect
to see low offers, they are more likely to accept these low
offers than when their prior expectations are higher, thus pro-
viding supporting evidence for the hypothesis that Respon-
ders’ prior expectation serves as a reference point for subjec-
tive valuation of offers.

This paper is organized as follows. After elaborating on
the computational underpinnings of SbEU (Sec. 2), we turn
to modeling the effects of expectation, competition, and time
pressure on Responders’ behavior in UG (Sec. 3). We con-
clude by discussing the implication of our work for hu-
man strategic behavior, moral decision-making, and, more
broadly, rationality.

2 Computational Model

We now present our resource-rational process model of Re-
sponders’ behavior in UG. We assume that, adopting their
probabilistic expectation as a reference point for subjec-
tive valuation, Responders use SbEU to provide a resource-
rational response. That is, Responders optimally maximize
their expected utility, but this maximization is subject to their
cognitive limitations.

More specifically, we assume that Responder uses SbEU
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to estimate the expected-utility gap between their expectation
and the offer, i.e., E[u(offer) — u(expectation)], where u(-)
denotes Responder’s utility function. If this estimate is pos-
itive — indicating that the offer made is, on average, higher
than Responder’s expectation — Responder accepts the offer;
otherwise, Responder rejects the offer.

2.1 Sample-based Expected Utility Model

SbEU is a metacognitively-rational process model of risky
decision-making that posits that an agent rationally adapts
their strategies depending on the amount of time available
for decision-making (Nobandegani et al., 2018). Concretely,
SbEU assumes that an agent estimates expected utility

Elu(0)] = [ ploju(o)do, M)

using self-normalized importance sampling (Hammersley &
Handscomb, 1964; Geweke, 1989), with its importance distri-
bution ¢* aiming to optimally minimize mean-squared error
(MSE):

E= T l_;wm(o,), Vi oi~q", wi= 7o 2
: 1+ |u(o)|V/s
q"(0) =< p(0)|u(o)] Tulo)ls (3

MSE is a standard measure of estimation quality, widely used
in decision theory and mathematical statistics (Poor, 2013).
In Egs. (1-3), o denotes an outcome of a risky gamble, p(0)
the objective probability of outcome o, u(o) the subjective
utility of outcome o, £ the importance-sampling estimate of
expected utility given in Eq. (1), ¢* the importance-sampling
distribution, o; an outcome randomly sampled from ¢*, and s
the number of samples drawn from g*.

SbEU assumes that, when choosing between a pair of risky
gambles A, B, people choose depending on whether the ex-
pected value of the utility difference Au(o) is negative or pos-
itive (w.p. stands for “with probability”):

OA w.p. PA
a={gr e, @
| oB w.p. Pp
B{() wp. 1—Pg )
M(OA) — M(OB) w.p. PAPB
_J u(oa)—u(0) w.p. Pa(1— Pg)
AUO) =9 4(0) —ulo)  wp. (1—Py)Ps ©)
0 w.p. (1—PA>(1—P3)

In Eq. (6), u(-) denotes the subjective utility function of a
decision-maker. In this paper, we assume the same utility
function u(x) used by Nobandegani et al. (2018, 2019a) to
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explain both the fourfold pattern of risk preferences and co-
operation in one-shot Prisoner’s Dilemma games:

%085 ifx>0,
u(x) = 7|x|0.95

if x < 0.
As such, in this work we do not fine-tune the utility function
to maximize descriptive power.

Nobandegani et al. (2018) showed that SbEU can ac-
count for people’s tendency to overestimate the probability of
events that easily come to mind (availability bias, Tversky &
Kahneman, 1973), and can simulate the well-known fourfold
pattern of risk preferences in outcome probability (Tversky
& Kahneman, 1992) and in outcome magnitude (Markovitz,
1952; Scholten & Read, 2014). Notably, SbEU is the first
rational process model to score near-perfectly in optimality,
economical use of limited cognitive resources, and robust-
ness, all at the same time (see Nobandegani et al., 2018;
Nobandegani et al., 2019b).

Relatedly, recent work has shown that SbEU provides a
resource-rational mechanistic account of cooperation in one-
shot Prisoner’s Dilemma games (Nobandegani et al., 2019a)
and human coordination strategies in coordination games
(Nobandegani & Shultz, 2020a), thus successfully bridging
between game-theoretic and risky decision-making. SbEU
can also account for violation of betweenness in risky choice
(Nobandegani et al., 2019c¢), the centuries-old St. Petersburg
paradox in human decision-making (Nobandegani & Shultz,
2020b, 2020c), and provides a resource-rational process-level
explanation of several contextual effects in risky and value-
based decision-making (da Silva Castanheira, Nobandegani,
Shultz, & Otto, 2019; Nobandegani et al., 2019c). There is
also experimental confirmation of a counterintuitive predic-
tion of SbEU: Deliberation leads people to move from one
cognitive bias, the framing effect, to another, the fourfold pat-
tern of risk preferences (da Silva Castanheira; Nobandegani,
& Otto, 2019). Importantly, SbEU is the first, and thus far the
only, resource-rational process model that bridges between
risky, value-based, and game-theoretic decision-making.

)

3 Modeling Ultimatum Game

Having presented the computational underpinnings of SbEU,
we now turn to modeling the effects of expectation, competi-
tion, and time pressure on Responder behavior.

Importantly, recent work has provided mounting evidence
suggesting that people often use very few samples in prob-
abilistic judgments and reasoning (e.g., Vul et al., 2014;
Battaglia et al. 2013; Lake et al., 2017; Gershman, Horvitz, &
Tenenbaum, 2015; Hertwig & Pleskac, 2010; Griffiths et al.,
2012; Gershman, Vul, & Tenenbaum, 2012; Bonawitz et al.,
2014; Nobandegani et al., 2018; Nobandegani et al., 2019a,
Nobandegani & Shultz, 2020a). Consistent with this find-
ing, throughout this paper we assume that Responder draws
very few samples (s = 1; see Eqs. (2-3)) when deciding if
they should accept or reject the offer — except for Sec. 3.3 in
which we directly investigate the effect of number of samples
s on Responder’s behavior.



Human Data (Vavra et al., 2018)

1 ‘ o

=——6— high mean - low variance
0.9 high mean - high variance
—6— low mean - low variance

—8— low mean - high variance

Offer Size
(a)

Model

1 T T =B
= ©== high mean - low variance ":¢ ,"'"
0.9 high mean - high variance P - 5
—©~=-low mean - low variance /' . .-;/'
0.8 |- |=9==low mean - high variance </ U 4
/ ’
/O '/
0.7 /¢ v 8
’
= 06 I/'ll ’/ il
Q. / / d
() g . /
o !/ /
O 05 ! v / 7
< g/ !
= 7 J
K ]
o 04 // ll
Va 4
0.3 27 d il
,
/ 4
0.2 g '/ b
5
/, /
Ol 0
0 1 ‘//¢ ”d 4
x G-~
00=2="5 §=-=v | | | |
1 2 3 4 5 6 7 8 9
Offer Size
(b)

Figure 1: Simulating the effect of manipulating Responder’s offer expectation. Horizontal and vertical axes correspond
to the amount offered by Proposer and the probability of Responder accepting that offer, respectively. (a) Experimental
data of Vavra et al. (2018) for the four treatments: High-Mean Low-Variance (red curve), High-Mean High-Variance (green
curve), Low-Mean Low-Variance (blue curve), and Low-Mean High-Variance (magenta curve). (b) Simulation results. Our
expectation-based, resource-rational process model accurately captures the qualitative trend of Vavra et al.’s (2018) data (High-
Mean Low-Variance: Spearman p = 1, High-Mean High-Variance: Spearman p = 1, Low-Mean Low-Variance: Spearman
p =1, The Low-Mean High-Variance: Spearman p = 1, ps < .005). We simulated N = 1000 Responders, with s = 1.

3.1 Expectation Manipulation

In a recent experimental study, Vavra et al. (2018) investi-
gated the effect of manipulating Responders’ expectation in
UG. Vavra et al. (2018) altered Responders’ offer expecta-
tions by showing them histograms of previous offers made by
Proposer. Using a two-by-two design, Vavra et al. (2018) in-
dependently manipulated both mean (low vs. high) and vari-
ance (low vs. high) of these histograms. In the low-mean and
high-mean conditions, participants were explicitly informed
that the average offer had been around 4 and 7 Euros, respec-
tively. Participants were not explicitly informed about the
variance of the past offers and they would have to visually
estimate it from the histograms pictorially presented to them,
suggesting substantial differences across the variances used
by individual Responders to form their expectations. The ex-
perimental data of Vavra et al. (2018) are shown in Fig. 1(a).

Next, we simulate the four experimental conditions of
Vavra et al. (2018); see Fig. 1(b). Because the histograms
of the past offers used by Vavra et al. (2018) were approxi-
mately normally distributed, we assume that Responders’ ex-
pectation is normally distributed with mean 4, for the low-
mean conditions, and mean 7, for the high-mean conditions.
The variance used to simulate the high-variance condition
was chosen to obtain a relatively well-fitting curve in the
low-mean condition, and subsequently kept for the high-
mean condition. The variance used to simulate the low-
variance condition was also chosen to obtain a relatively well-
fitting curve in the low-mean condition, and subsequently
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kept for the high-mean condition. Importantly, the qualita-
tive trends accurately captured by simulation results are ro-
bust across a wide range of variance parameterizations. Our
simulation of the four experimental conditions of Vavra et
al. (2018) is presented in Fig. 1(b). As Fig. 1(b) shows,
our expectation-based, resource-rational process model can
qualitatively account for the experimental data of Vavra et
al. (2018) (High-Mean Low-Variance condition: Spearman
p = 1, High-Mean High-Variance condition: Spearmanp =1,
Low-Mean Low-Variance condition: Spearman p = 1, Low-
Mean High-Variance condition: Spearman p = 1, ps < .005).
We have simulated N = 1000 Responders, with s = 1.

3.2 The Effect of Competition Among Responders

Fischbacher et al. (2003) investigated the effect of increased
competition among Responders in a variant of UG. In this
version, Proposer makes an offer. Then all Responders si-
multaneously accept or reject this offer. If all of the Respon-
ders reject the offer, nobody gets anything. If only a single
Responder accepts the offer, Proposer and the single Respon-
der each take their respective share (all other Responders earn
nothing). If several Responders accept the offer, a single Re-
sponder is randomly selected to be the one who trades. Fis-
chbacher et al. (2003) tested participants in three conditions:
1-Responder (standard UG), 2-Responders (one Proposer and
two Responders), and 5-Responders (one Proposer and five
Responders). The experimental data of Fischbacher et al.
(2003) are shown in Fig. 2(a).



Human Data (Fischbacher et al., 2003)
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Figure 2: Simulating the effect of introducing competition among Responders. Horizontal and vertical axes correspond
to the amount offered by Proposer and the probability of Responder rejecting that offer, respectively. (a) Experimental data
of Fischbacher et al. (2003) for the three treatments: 1-Responder (red curve), 2-Responders (blue curve), and 5-Responders
(green curve). (b) Simulation results. Our expectation-based, resource-rational process model captures the qualitative trend of
Fischbacher et al.’s (2003) data (1-Responder condition: Spearman p = .9396, 2-Responders condition: Spearman p = .9016,
5-Responders condition: Spearman p = .8073, ps < .001). We simulated N = 1000 Responders, with s = 1.

Fischbacher et al. (2003) showed that the probability of
accepting low offers increased as the number of Responders
competing for the offer increased.

Next, we we simulate the three experimental conditions
of Fischbacher et al. (2003); see Fig. 2(b). In their pa-
per, Fischbacher et al. (2003) supplied the observed distri-
bution of offers made by Proposer in each condition; they
were approximately normally distributed. Since we are in-
terested in providing a rational, expectation-based basis for
Responder’s behavior in UG, in our simulation of each con-
dition, we assume that Responder’s offer expectation closely
approximates the distribution of offers made by Proposer
in that condition. (This is clearly a cognitively demanding
assumption on the part of Responder, and the descriptive
power of our model markedly improves if we relax this as-
sumption by positing that Responder’s offer expectation only
roughly approximates the distribution of offers made by Pro-
poser in a condition.) Our simulation of the three experi-
mental conditions of Fischbacher et al. (2003) is presented
in Fig. 2(b). As Fig. 2(b) shows, our model can qualita-
tively account for the experimental data of Fischbacher et
al. (2003) (1-Responder condition: Spearman p = .9396, 2-
Responders condition: Spearman p = .9016, 5-Responders

condition: Spearman p = .8073, ps < .001). We have sim-
ulated N = 1000 Responders, with s = 1.

3.3 The Effect of Time Pressure

Perhaps the most puzzling finding on UG is the effect of time
pressure on Responder’s behavior. Several experimental stud-
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ies have shown that, with increased deliberation, the threshold
above which all offers are accepted decreases (e.g., Sutter et
al., 2003; Cappelletti et al., 2008), revealing that deliberation
brings Responder’s behavior closer to the predictions of the
normative standards of game theory (i.e., that Responder ac-
cepts any positive offer, however minuscule). For example,
Sutter et al. (2003) compares the acceptance rates of respon-
ders under time pressure with those of Responders under no
time pressure (10 s and 100 s to make the accept/reject de-
cision, respectively). The total sum to be split between Pro-
poser and Responder was 10 Euros. While all offers above
45% of the total sum were accepted by Responders under

time pressure, this threshold decreases to 15% for Respon-
ders under no time pressure.

Crucially, this finding serves as an ideal test-bed for a
resource-rational model of UG. If Responders are rationally
using their limited cognitive resources, as resource-rational
models posit, the effect of having more time to decide should
be explainable by assuming that Responder is deploying more
resources (i.e., more samples in our case) when deciding if
they should accept or reject the offer.

The role of cognitive limitations in UG is further corrob-
orated by studies establishing a causal link between cog-
nitive load and Responder behavior (e.g., De Neys et al.,
2011). For example, De Neys et al. (2011) reported a gen-
eral increase in rejection rates when Responders’ cognitive
load is increased by a simultaneous memory task. De Neys
et al. (2011) also showed that Responders with low accep-
tance thresholds (hence more “rational”) performed better on
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Figure 3: Investigating the effect of manipulating the num-
ber of samples s. Horizontal and vertical axes correspond
to the amount offered by Proposer and the probability of Re-
sponder accepting that offer, respectively. Increased delibera-
tion (operationalized by drawing a larger number of samples)
brings Responder’s behavior closer to the predictions of the
normative standards of game theory (i.e., that Responder ac-
cepts any positive offer, however minuscule). For s = 1 (blue
curve), the model predicts that all offers above 45% of the
total sum are accepted by Responder. However, for s = 100
(red curve), corresponding to increased deliberation time, the
model predicts that all offers above 22.22% of the total sum
are accepted by Responder.

a cognitive control test than Responders with high acceptance
thresholds.

Next, we we simulate the two experimental conditions of
Sutter et al. (2003); see Fig. 3. Consistent with our past sim-
ulations (see Secs. 3.1 and 3.2), here again we assume that
Responder’s offer expectation is normally distributed.! Tt is
important to note that the qualitative trend of our simulation
results is robust across a wide range of parameterization of
this normally distributed expectation. As Fig. 3 shows, our
resource-rational process model can qualitatively account for
the experimental data of Sutter et al. (2003).

4 General Discussion

Widely considered as one of the pillars of human morality,
fairness is chiefly investigated in the context of the Ultima-
tum Game (UG, Giith et al., 1982), an extensively studied
game in psychology (e.g., Sanfey, 2009), neuroscience (e.g.,
Sanfey et al., 2003), and behavioral economics (e.g., Camerer

ISutter et al. (2003) did not inform Responders about the distri-
bution of offers made by Proposer. In their experimental setup, and
unbeknown to Responders, offers were selected between 0 and 5 Eu-
ros, uniformly at random. But this offer distribution radically differs
from the distribution of offers typically made by a human Proposer,
which is approximately normally distributed (see Fischbacher et al.,
2003; Camerer & Fehr, 2006).

& Thaler, 1995; Fehr & Schmidt, 1999). In this work, we
present the first resource rational process model of UG, pro-
viding a unified account of several disparate experimental
findings, namely, the effects of expectation, competition, and
time pressure on UG Responder.

By assuming that Responders use their expectation as a ref-
erence point for subjective valuation of an offer, a hypothe-
sis well supported by a series of recent behavioral and neu-
roimaging studies (e.g., Sanfey, 2009; Battigalli et al., 2015;
Xiang et al., 2013; Chang & Sanfey, 2013; Vavra et al., 2018),
our work counterintuitively shows that the rejection of low
offers in UG can arise from purely self-interested expected-
utility maximization.

A recent line of experimental work has shown that intu-
ition favors cooperation, fairness, and prosociality while de-
liberation promotes selfishness (e.g., Rubinstein, 2007; Rand,
Greene, & Nowak, 2012; Rand, 2016). The current widely-
accepted explanation for this behavioral shift is dual process
theory (Evans, 2003). Our work offers a completely new way
of understanding this experimental finding — both qualita-
tively and quantitatively.

On the quantitative front, in sharp contrast to a dual-
process perspective, our work presents the first, and thus far
the only, single-process model of Responder’s behavior in
UG, providing a resource-rational mechanistic explanation
of why deliberation makes Responders act more selfishly by
lowering the threshold above which offers are invariably ac-
cepted. According to our work, it is the optimal use of lim-
ited cognitive resources that underlies deliberation promoting
selfishness in UG Responder.

On the qualitative side, our work offers a radically differ-
ent interpretation of Responder’s behavior in UG than the
one provided by the classical dual-process account. From
a dual-process perspective, intuition (moderated by System
1) is good and pro-fairness while deliberation (moderated by
System 2) is evil and anti-fairness. However, according to
our single-process model, a boundedly-rational agent that si-
multaneously (1) adopts her expectation as a reference point
for subjective valuation of an offer, and (2) selfishly maxi-
mizes expected utility while optimally using her limited cog-
nitive resources, should lower the threshold above which all
offers are invariably accepted with increased deliberation. As
such, Responder’s intuitive response being pro-fairness, is
still, quite counter-intuitively, the effect of selfishly maximiz-
ing expected utility while optimally using limited cognitive
resources.

Accordingly, our work contributes to an emerging line of
work explaining human cognition as an optimal use of limited
cognitive resources (rational minimalist program, Nobande-
gani, 2017; Griffiths, Lieder, & Goodman, 2015). Our work
suggests that this emerging perspective has great potential
to shed new light on the computational foundation of moral
decision-making.
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