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Introduction

Dear Cognitive Science Colleagues,

Welcome to the 41st Annual Conference of the Cognitive Science Society in Montreal,
Canada! Our meeting brings together some of the most innovative and exciting research
in Cognitive Science today, and highlights the conference theme of Creativity + Cognition
+ Computation.

In addition to the Rumelhart Prize presentation by Michelene Chi and the Carvalho-
Heineken Prize presentation by Nancy Kanwisher, the program features three plenary
speakers: Elizabeth Churchill (Google Research), Mary Lou Maher (University of North
Carolina), and Takeshi Okada (University of Tokyo). Further, the program includes the
Jacobs Foundation Symposium, How Curious? The Need for Exploration and Discovery,
as well as an invited symposium on Creativity in the Arts in addition to the Rumelhart
Symposium on Translation Research in STEM Learning and the Glushko Ph.D.
Dissertation Awards Symposium.These invited symposia and talks showcase the
conference theme.

The program committee for CogSci 2019 received 1110 submissions, including 810 full
papers, 256 member abstracts, 13 publication-based short papers, as well as 14
proposals for symposia, 10 for workshops, and 8 for tutorials. After a rigorous review
process, the committee selected 202 papers for oral presentation and inclusion in the
conference proceedings (25%), 306 papers for poster presentation and inclusion in the
proceedings (38%), and 163 papers for poster presentation with inclusion of abstracts in
the proceedings (20%). We also selected 204 submitted member abstracts and accepted
another 19 abstracts from full paper submissions as invited member abstracts. In
addition, we accepted 12 publication-based talks, 10 symposia, 7 workshops, and 4
tutorials to make for a very rich and inclusive program.

We hope that you enjoy the program this year as well as the beautiful city of Montreal!

Your Program Co-Chairs,

Ashok Goel (Georgia Institute of Technology, USA)
Colleen Seifert (University of Michigan, USA)
Christian Freksa (University of Bremen, Germany)
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APA formatted citation for a paper:
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Awards

Robert J. Glushko Dissertation Prizes

The Cognitive Science Society and the Glushko-Samuelson Foundation award up to five
outstanding dissertation prizes in cognitive science each year. The goals of these prizes
are to increase the prominence of cognitive science and encourage students to engage
in interdisciplinary efforts to understand minds and intelligent systems. The hope is that
the prizes will recognize and honor young researchers conducting ground-breaking
research in cognitive science. The eventual goal is to aid in efforts to bridge between the
areas of cognitive science and create theories of general interest to the multiple fields
concerned with scientifically understanding the nature of minds and intelligent systems.
Promoting a unified cognitive science is consistent with the belief that understanding how
minds work will require the synthesis of many different empirical methods, formal tools,
and analytic theories. 2011 was the inaugural year of this prize, and a new competition is
held annually. The 2019 recipients of the Robert J. Glushko Prizes for Outstanding
Doctoral Dissertations / Theses in Cognitive Science are:

Kirsten Adam - University of Chicago, 2018
Characterizing the Limits of Visual Working Memory

Max Kleiman-Weiner — Massachusetts Institute of Technology, 2018
Computational Foundations of Human Social Intelligence

Martin Maier — Humboldt University, 2018
Language, Meaning, and Visual Perception: Event-Related Potentials Reveal
Top-Down Influences on Early Visual Processing

Jean-Paul Noel — Vanderbilt University, 2018
Leveraging Multisensory Neurons, Circuits, Brains, and Bodies to Study
Consciousness: From the Outside-In and the Inside-Out

Katharine Tillman - University of California, 2017
Constructing the Concept of Time: Roles of Language, Perception, and Culture
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Marr Prize

The Marr Prize, named in honor of the late David Marr, is awarded to the best student
paper at the conference. All student first authors were eligible for the Marr Prize for the
best student paper. The Marr Prize includes an honorarium of $1000 and is sponsored
by The Cognitive Science Society. The winners of the 2019 Marr Prize for the Best
Student Paper is:

Jose M. Ceballos, University of Washington, The Role of Basal Ganglia
Reinforcement Learning in Lexical Priming and Automatic Semantic Ambiguity
Resolution

Nicolas Oliver Riesterer, Universitat Freiburg, Modeling Human Syllogistic
Reasoning: The Role of "No Valid Conclusion”

Computational Modeling Prizes

Four prizes worth $1000 each are awarded for the best full paper submissions to CogSci
2019 that involve computational cognitive modeling. The four prizes represent the best
modeling work in the areas of perception/action, language, higher-level cognition, and
applied cognition. These prizes are sponsored by The Cognitive Science Society. The
winners of the 2019 Computational Modeling Prizes are:

Applied Cognition:

Douglas Guilbeault, University of Pennsylvania, The Social Network Dynamics of
Category Formation

Higher-Level Cognition:

Ardavan S. Nobandegani, McGill University, A Resource-Rational Process-Level
Account of the ST. Petersburg Paradox

Perception & Action:

Yunyan Duan, Northwestern University, A Rational Model of Word Skipping in
Reading: Ideal Integration of Visual and Linguistic Information

Language:

Benjamin Peloquin, Stanford University, The Interactions of Rational, Pragmatic
Agents Lead to Efficient Language Structure and Use
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Sayan Gul Award

Sayan Gul was an undergraduate at UC Berkeley studying cognitive science and
computer science, and had great potential as a cognitive scientist. He died tragically while
traveling to the Annual Conference of the Cognitive Science Society for the presentation
of his research. This award is intended to support similarly outstanding undergraduates
conducting research in cognitive science. In honor of Sayan Gul, the Sayan Gul Award
supports undergraduate students with travel related costs who are presenting authors at
the conference. The Sayan Gul Award includes a cash award of $500. This year’s winner
of the award is:

Megumi Sano, Stanford University, Graphical Convention Formation During Visual
Communication

Diversity & Inclusion Travel Awards

Five prizes will be award to support travel to the conference for graduate students who
bring diversity to the society, in particular under-represented racial/ethnic groups and
citizens of under-represented countries (Zone B Society members) who are presenting at
the conference. Each travel award includes a cash award of $1,000. This year’s travel
awards recipients are:

Jose M. Ceballos, University of Wisconsin, The Role of Basal Ganglia
Reinforcement Learning in Lexical Priming and Automatic Semantic Ambiguity
Resolution

Tania Delgado, University of California San Diego, Differences in Learnability of
Pantomime Versus Atrtificial Sign: Iconicity, Cultural Evolution, and Linguistic
Structure

Nianyu Li, Peking University, A Conceptual Model of Self-Adaptive Systems Based
on Attribution Theory

Che Lucero, Cornell University, Unconscious Number Discrimination in the Human
Visual System

Mukesh B. Makwana, Centre of Behavioural and Cognitive Sciences, Mumbai,
Hands in Mind: Learning to Write with Both Hands Improves Inhibitory Control, but
Not Attention

Guilherme Sanches de Oliveira, University of Cincinnati, Bee-ing In the World:
Phenomenology, Cognitive Science, and Interactivity in a Novel Insect-Tracking
Task

Staci Meredith Weiss, Temple University, /Individual Differences in Bodily Attention:

Variability in Anticipatory Mu Rhythm Power Is Associated with Executive Function
Abilities and Processing Speed
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Student Travel Awards

The Robert J. Glushko and Pamela Samuelson Foundation generously sponsored
$10,000 for student travel awards. Travel awards have been provided to students whose
submissions were accepted as full papers, received high rankings, and who indicated a
need for travel funding. This year’s travel awards went to:

Nicolas Collignon, University of Edinburgh

Douglas Guilbeault, University of Pennsylvania
Ethan Hurwitz, University of California, San Diego
Akila Kadambi, University of California, Los Angeles
Kei Kashiwadate, Deniki University

Lara Kirfel, University College London

Sang Ho Lee, Ohio State University

Ashley Leung, University of Chicago

Mahi Luthra, Indiana University

Olivia Miske, Arizona State University

Sebastian Musslick, Princeton University

Benjamin Peloquin, Stanford University

Nicolas Riesterer, University of Freiburg

Harrison Ritz, Brown University

Jennifer Sloane, University of New South Wales
Leila Straub, ETH Zurich

Karina Tachihara, Princeton University

Charley Wu, Max Plack Institute for Human Development
Yueyuan Zheng, University of Hong Kong



Rumelhart Prize Presentation

Michelene Chi, Arizona State University
Translating the ICAP Theory of Cognitive Engagement Into Practice

Carvalho-Heineken Prize Presentation

Nancy Kanwisher, MIT
Functional Imaging of the Human Brain: A Window in the
Architecture of the Human Mind

Keynote Talks

Elizabeth Churchill, Google Research
Cognition, Collaboration, and Creativity: Google's Material Design
as a Case Study

Mary Lou Maher, University of North Carolina
Computational Models of Creativity: Curiosity, Novelty, and Surprise.

Takeshi Okada, University of Tokyo
Inspiration and Artistic Creation
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Rumelhart Symposium
Translation Research in STEM Learning

Jim Slotta, University of Toronto, Moderator
Kristy Boyer, University of Florida

Kirsten R Butcher, University of Utah
Percival G Matthews, University of Wisconsin
Jodi Davenport, WestEd

Jacobs Foundation Symposium
How Curious? The Cognitive Need for Exploration and Discovery

Elizabeth Bonawitz, University of New Jersey, Rutgers
Tobias Hauser, University College London

Allyson Mackey, University of Pennsylvania

Celeste Kidd, University of California, Berkeley

Invited Symposium
Creativity in the Arts

David Kirsh, University of California San Diego, Moderator
Gil Weinberg, Georgia Tech

Brian Magerko, Georgia Tech

Valentina Nisi, University of Madeira

Glushko Awards Symposium

Kirsten C. S. Adam, University of California San Diego

Martin Maier, Humboldt-University Berlin

Jean-Paul Noel, Vanderbilt University and New York University
Katharine A. Tillman, University of Texas

Max Kleiman-Weiner, Harvard University
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Heuristics, hacks, and habits:
Boundedly optimal approaches to learning, reasoning and decision making

Ishita Dasgupta', Eric Schulz', Jessica B. Hamrick” & Joshua B. Tenenbaum’®
Department of Psychology, Harvard University
2DeepMind, London, UK
3Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology

Humans regularly perform tasks that require combining infor-
mation across several sources of information to learn, reason,
and make decisions. Bayesian models provide a computa-
tional framework, and a normative account, for how humans
carry out these tasks. However, exact inference is intractable
in most real-world situations, and extensive empirical work
shows that human behavior often deviates significantly from
the Bayesian optimum. A promising possibility is that people
instead approximate rational solutions using bounded avail-
able resources. In this workshop, we bring together lead-
ing researchers from cognitive science, neuroscience and ma-
chine learning to build a better understanding of bounded op-
timality in how humans learn, reason and make decisions.

Keywords: Heuristics; Resource rationality; Reasoning; De-
cision making; Reinforcement learning; Machine learning

Introduction

This workshop will cover work that casts human and machine
learning, decision making and reasoning as boundedly opti-
mal. In particularly, we will focus on meta-reasoning, rein-
forcement learning, active information acquisition, and prob-
abilistic reasoning.

The notion that the mind approximates rational (Bayesian)
inference has had a strong influence on thinking in psychol-
ogy since the 1950s. However, people deviate from Bayesian
ideals in several well-documented instances (6), giving rise to
the idea that they rely on heuristic rules instead (5). Nonethe-
less, people can behave in ways that approximate Bayesian
inference in complex domains such as (active) learning (2),
reasoning (1) and decision making (14). How can these ap-
parently contradictory findings be explained?

One idea is that people approximate rational solutions us-
ing limited available resources, a proposal often discussed un-
der the terms of resource or computational rationality (4; 7).
In light of limited resources, boundedly optimal solutions to
complex problems can take the form of sampling-based ap-
proximations (3), simplified decision rules (13), pruning of
low-value options (9), or through an adaptation of informa-
tion acquisition to the structure of the task (12). However,
how exactly the different approaches should be combined to
produce a fully-developed theory of bounded optimality that
transfer across domains and tasks is still an open question,
with some researchers proposing that intelligent agents can
meta-reason about which strategies to apply (10), and others
stressing the connections between heuristic and Bayesian in-
ference (11) and the role of inductive biases (8).

Goal and scope

The aim of this workshop is to bring together scientists who
have a joint interest in how resource-constrained agents solve
realistic problems, such as making decisions, finding rewards,
acquiring information or reasoning and learning about the
world. We have invited leading researchers from cognitive
science and machine learning interested in the computational
foundations of bounded optimality. In particular, our goal is
to facilitate discussion and help build a more unified notion of
rationality that takes resource and computational limitations
into consideration. Key questions of discussion will include:

e How can we formalize theories of bounded optimality?

e What is a good framework and what are good domains in
which to benchmark progress in developing such theories?

e What can we learn from past debates on and formalizations
of rationality?

e Do agents learn different context-specific boundedly opti-
mal strategies? How might they recognize when to apply
which strategy?

e What does a bounded agent optimize, if at all? How can
bounded optimality cope with the curse of dimensionality?

Target audience

This workshop fits well with this year’s focus on “Creativity +
Cognition + Computation”. These key elements of cognition
are precisely those that drive modern accounts of bounded
optimality and are features of human intelligence that mod-
ern theories of rationality seek to explain. Our target audi-
ence is interdisciplinary and almost as broad as the confer-
ence as a whole — we expect this workshop to be of interest
to cognitive psychologists, linguists, developmental psychol-
ogists, neuroscientists, philosophers and machine learning re-
searchers alike. The workshop’s webpage can be found at:
https://hacksandhabits.github.io

Organizers and presenters

Ishita Dasgupta (Organizer) is a PhD-student at Harvard
University working in Samuel Gershman’s Computational
Cognitve Science lab. Ishita’s work explores how people and
machines make resource rational approximations to difficult
problems, in particular in the domains of probability estima-
tion, hypothesis generation, and intuitive physics.

Eric Schulz (Organizer) is a Data Science Postdoctoral Fel-
low at Harvard University. Eric studies generalization as
function learning with a particular focus on compositionality
and reinforcement learning.



Jessica B. Hamrick (Organizer) is a Research Scientist
at DeepMind. Her research focuses on cognitive science-
inspired theories of machine learning. In particular, she fo-
cuses on the role of mental simulation and resource rational
approximations.

Joshua B. Tenenbaum (Organizer) is Professor of cognitive
science at MIT. Josh’s lab sits at the intersection of cogni-
tive science and machine learning, with a focus on hallmarks
of human intelligence; in particular, the ability to learn effi-
ciently and flexibly from limited data.

Paula Parpart is a postdoc at the University of Warwick
working with Prof. Neil Stewart. Her research has focused
on reconciling heuristic and Bayesian views of rationality in
decision making.

Falk Lieder leads the Rationality Enhancement Group at the
Max Planck Institute for Intelligent Systems in Tiibingen. His
mission is to build a scientific foundation and practical tools
for helping people become more effective by supporting cog-
nitive growth, goal setting, and goal achievement.

Tom Griffiths is a Professor of Psychology and Computer
Science at Princeton University. Tom develops mathemati-
cal models of higher level cognition to understand the for-
mal principles that underlie people’s ability to solve everyday
computational problems.

Ozgiir Simsek is a Senior Lecturer in Machine Learning at
the University of Bath. Her research is on algorithms that can
learn from limited experience in complex, real-word environ-
ments, with a focus on reinforcement learning.

Neil Bramley is a Lecturer of Cognitive Psychology at the
University of Edinburgh. His work focuses on how people
actively construct and use causal models to guide their inter-
actions with the natural world.

Azzurra Ruggeri is a Max Planck Research Group Leader at
the MPI for Human Development in Berlin. Her research fo-
cuses on how children and adults actively search for informa-
tion when making decisions, drawing causal inferences and
solving categorization tasks.

Kelsey Allen is a graduate student advised by Josh Tenen-
baum at MIT. She uses computational models and behavioral
experiments to study the development of intuitive theories,
in particular intuitive physics in planning and reinforcement
learning contexts.

Peter Dayan is a director at the Max Planck Institute for Bio-
logical Cybernetics in Tiibingen. His research focuses on the
computational neuroscience of learning and decision making,
with a focus on neuromodulation, meta-control and computa-
tional psychiatry.

Workshop structure

We propose a full-day workshop consisting of three parts.
The first two parts will be a series of 20 minute talks. The
final part will be a panel discussion about the limits and fu-
ture of bounded optimality in cognitive science.

The morning session will consist of the following talks:

Presenter
Eric Schulz

Topic
Optimizing with confidence

Paula Parpart Heuristics as Bayesian inference
Falk Lieder Learning how to decide
Ishita Dasgupta | Learning to infer

Josh Tenenbaum | Computational rationality

The afternoon session will consist of the following talks:

Presenter
Jessica Hamrick
Tom Griffiths
Ozgiir Simsek

Topic

Resource-rational mental simulation
Bridging Marr’s levels

Exploiting the statistical properties
of decision environments
Neurath’s ship:

Incremental active theory-building
Ecological active learning

Hacks in intuitive theories

Slothful serial; perilous parallel
processing

Neil Bramley

Azzurra Ruggeri
Kelsey Allen
Peter Dayan

The final 45 minutes will be a panel discussion.
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Workshop Summary

Learning is a continuous process that is contingent on
temporal, developmental, and social factors. Well-timed
guidance is critical for successful learning. Further, the
needs of learners vary with their stage of development, and
the social context in which learning takes place has
important implications for learning. Researchers from a
variety of backgrounds, including cognitive development,
computational modeling, and education have explored these
various components in isolation, however, understanding
learning requires the examination of the interactions
between the temporal, developmental, and social factors
involved.

Interactions among these factors are of critical importance
in fields such as cognitive development, computational
modeling, and education. Take, for example, educational
settings, where didactic approaches such as direct
instruction have been favored over more free-play based
approaches (Stockard & Engelmann, 2008). In direct
instruction, learning is not just social, it is adult-initiated
and adult-led, and by its nature less responsive to temporal
factors that may affect a learners performance. Free play, in
contrast, allows the learner to lead, which allows greater
responsivity to temporal changes. Aside from the
developmental merits, the debate between direct instruction
and free play is emblematic of the need for a better
understanding of how the social and temporal components
interact to foster learning (Yu et al., 2018). Similar issues
arise in the developmental and modeling literatures.

Recently, guided playful learning has been put forth as an
integrative child-led, adult-assisted approach for promoting
learning. However, many unanswered questions remain
regarding the interplay of factors involved in guided playful
learning. The goal of this workshop is to bring together an
interdisciplinary group of researchers, with expertise in
cognitive development, computation, and education in an
effort to merge these separate literatures, draw general
conclusions, and develop directions for future research.

Research in cognitive development on the effectiveness of
guided playful learning is mixed. There is some evidence
that guided learning is more effective than adult-led

discovery (i.e. direct instruction) and unassisted discovery
(i.e. free play) for promoting learning in children
(Honomichl & Chen, 2012). However, some research
indicates that direct instruction is equally, if not more
effective, in achieving explicit learning goals (Becker &
Gersten, 1982). Others still find that there is no substitute
for the wide-ranging benefits of child-initiated free play,
which is intrinsically motivated (Rubin, Fein, &
Vandenberg, 1983). One possible reason for the differing
conclusions is different definitions of guidance, which have
included questioning, modeling, enhanced materials, and
feedback. Thus, it remains unclear what kinds of guidance
are most effective for promoting learning. Understanding
the nature of effective guidance will also help to clarify the
underlying cognitive mechanisms that lead to changes in
children's knowledge.

In computational modeling, there has not yet been
significant progress toward an understanding of guided
playful learning. Research has investigated free exploration.
Two versions of this that are prominent in the literature are
active learning, which is commonly formalized as
maximizing Expected Information Gain of the next
observation (Russo & Van Roy, 2014), and reinforcement
learning which maximizes expected reward over time (Niv
et al., 2015). Research has also investigated instruction. For
example, models have formalized selection of data by a
knowledgeable and helpful teacher as well as formalized
learning from such data, where the learner reasons both
about the data and the teacher's intent (Shafto, Goodman, &
Griffths, 2014). Guided playful learning lies at the nexus of
these three themes, where guidance aims to foster learning
over time through self directed exploration. Moreover,
guided playful learning requires modeling of when to
provide guidance, which adds layer of complexity not
considered in this previous work.

In education, researchers have asked if guided playful
learning is effective in various domains of learning.
Specifically, guided playful learning may be more effective
in domains in which learning is promoted through child-led
exploration, as with causal learning (Bonawitz et al., 2011).
Similarly, guided playful learning may promote learning in
domains in which child engagement is crucial, such as
literacy (Lillard & Else-Quest, 2006). But it remains unclear
if guided learning is effective in domains that are



traditionally associated with rote memorization, such as
mathematics. In addition, educational researchers have
focused on the role of individual differences in guided
playful learning. The effectiveness of guidance content can
be influenced by individual differences, such as children's
cognitive style, background knowledge, socioeconomic
status, and language learner status.

Developing a unified theoretical and empirical
understanding of guided playful learning will allow for the
discovery of the complex interplay of temporal,
developmental, and social factors in children's learning. By
bringing together researchers from traditionally distinct
communities, we hope to begin to answer this foundational
set of questions about the nature of cognition.

Workshop Structure

The workshop will feature well-known experts from
different fields. The workshop will also invite poster
submissions from the broader cognitive science community,
with “poster teasers” flash talks related to guided playful
learning. Additionally, the schedule has built in ample time
for questions for mini-panels of each sub-area of guided
playful learning, ensuring maximum opportunity for
audience engagement.

Proposed Schedule

9:00-9:15: Opening Remarks (Elizabeth Bonawitz)

9:15-10:45: The Role of Play in the Development of
Knowledge

Roberta M. Golinkoff “A helping hand: Adult-infant play
and infant category learning”

Yuan Meng “Leveraging self-explanation to scaffold
causal learning in children”

Pierre-Yves Oudeyer “Computational models of
intrinsically motivated learning, autonomous goal setting,
and how it can self-organize long-term developmental
structures”

10:45 — 11:00: Coffee/Tea Break

11:00-12:30: Intuitive Pedagogy in Playful
Learning

Kathleen H. Corriveau “Variability in parent-child
guidance during dyadic STEM learning”

Todd Gureckis “Modeling intuitive teaching using
POMDPs”

Maureen Callanan “Children learning about science
through family conversations”

12:30-1:40: Lunch
1:40-2:00: Poster Teasers
2:00-3:30: Inferential Consequences in Guided Play

Tlona Bass “4 computational account for the exploratory
benefits of guided play”

Emily N. Daubert “Promoting psychosomatic
understanding using pedagogical questions during
storybook reading”

Patrick Shafto “A unified computational framework of
learning for oneself and from others”

3:30-3:45: Coffee/Tea Break
3:45-4:15: Poster Viewing

4:15-5:15: Bringing Guided Play to the Classroom
and Beyond

Jamie Jirout “Exploring to learn: Methods of encouraging
curiosity in the lab and in the classroom”

Kathy Hirsh-Pasek “Playful learning landscapes: Where
guided play meets architectural design”

5:15-5:30: Closing Remarks (Elizabeth Bonawitz)
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Overview
Some instructors of research methods classes are

conducting authentic (i.e., publishable) replication studies
with their classes (de Leeuw et al., 2018; Hartshorne et al.,
2019; Hawkins et al., 2018; Leighton, Legate, LePine,
Anderson, & Grahe, 2018; Wagge et al., 2019). This practice
has, potentially, both pedagogical benefits for students and
broader benefits for the scientific community (Frank & Saxe,
2012; Standing et al., 2014). Students experience an authentic
research process from design through publication, providing
opportunities for instruction on many different aspects of the
research pipeline. When done with care, replications from the
classroom become a valuable part of the scientific literature,
and students fulfill an underserved role in science:
performing direct replications (Everett & Earp, 2015).

Adding authentic replication work to a research methods
class naturally raises many questions about pedagogy and
implementation. What studies should be replicated? How can
an appropriate sample for the replication be obtained,
especially at small institutions? What can instructors do to
ensure that students, who may be conducting research for the
first time, are able to produce quality work that meets the
standards of publication? What aspects of the research
process should students contribute the most to, and what
aspects should be controlled by the instructor?

There are many reasonable answers to these questions.
With the growing adoption of replication studies in courses,
a diverse set of classroom-tested approaches now exists. This
creates the possibility for sharing, synthesizing, and
improving teaching strategies, which is the goal of this
workshop. This workshop brings together instructors who
have conducted replication work with their research methods

classes to discuss their successes and failures. These
instructors have taught classes at the undergraduate and
graduate level. Students in the classes have conducted
behavioral studies (both in-lab and online) and EEG studies.
The classes vary in structure (students may work as an entire
class, in small groups, individually, or as part of a larger
collaborative endeavor across many classes) and points of
emphasis in the research process.

Workshop Structure

This is a half-day workshop. The first portion of the session
will feature presentations from instructors (listed below)
describing how replication studies have been utilized in their
classes and how replication studies fit into the broader
pedagogical goals of the class. In the second portion of the
workshop, the presenters will discuss questions from the
audience and a moderator in a panel format. Audience
contributions to the discussion will be welcome.

Target Audience

The workshop welcomes anyone with an interest in teaching
research methods, including both current instructors and
students and postdocs who plan to teach research methods in
the future. We hope that workshop attendees will leave with
concrete ideas for how to incorporate replication work into
their own research methods classes.

Presenters

Josh de Leeuw, Jan Andrews, & Ken Livingston
(Vassar College) have co-taught undergraduate Research
Methods in Cognitive Science. In their course, students begin
the semester by conducting a replication study and then
develop one or more novel follow-up experiments. They will
discuss how conducting a replication prepares students to
design and execute their own original research, and how



working with undergraduate students on drafting a
manuscript for submission to a journal provides a different
kind of opportunity for teaching scholarly writing.

Jordan Wagge (Avila University) is the Associate
Director of the Collaborative Replications and Education
Project (CREP), a project that promotes and scaffolds
crowdsourced replication work through student research. She
will discuss how CREP can support replication work in
methods courses, including sample assignment guidelines for
instructors who seek to incorporate CREP work into their
courses.

Joshua Hartshorne (Boston College) has taught three
iterations of his course Language Acquisition &
Development. Although not a methods course, it contains a
substantial lab component. Through a series of group
projects, each class of approximately 10 students completes
5-6 replications. The presentation will discuss how to
incorporate a lab component into a content class. It will also
discuss how to use replications as a vehicle for teaching
programming, statistics, and best practices.

Robert Hawkins (Stanford University) recently led a
classroom replication effort as part of the graduate course
“Lab in Experimental Methods”. In this course, each student
chooses a paper to replicate based on their own research
interests and proceeds independently through a structured
series of milestones with supervision from instructors. The
presentation will discuss this pedagogical workflow, how the
replication model can be adapted for students of different
levels, and the challenges that arise in managing a wide
diversity of projects.

Michael Franke (University of Osnabriick) has taught
two classes that combine undergraduate/graduate levels with
a dual focus: one on theoretical issues concerning
reproducibility and open science, and another on conveying
first practical experiences with behavioral experiments by
means of a replication project. The courses required students
to preregister their replication and make all analysis scripts
available prior to data collection. The presentation will
discuss the challenges and opportunities of making especially
undergraduates appreciate solutions (e.g., preregistration &
large-scale replications) to problems (e.g., abundant
researcher degrees of freedom) they have not experienced
first-hand yet.
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Workshop Proposal

Various methods exist for measuring creativity, most of them
in the form of creativity tests, like the Remote Associates Test
[Mednick, 1962], the Alternative Uses Test [Guilford, 1956],
TTCT [Kim, 2006], the Wallach-Kogan tests [Wallach and
Kogan, 1965], insight problems [Maier, 1931, Duncker, 1945,
Cunningham et al., 2009], etc.

However, the feasibility and dependability of various types
of psychometric assessment and administration of measures,
as pertaining to various creativity tasks, have recently been
questioned and enriched [Beisemann et al., 2018, Hass, 2015,
Hass et al., 2018, Hass and Beaty, 2018, Wilken et al., 2018].
The thought and work on the measurement of creativity are
witnessing a new revival.

Recently, new methods of computationally creating stim-
uli for greater measurement accuracy have been devel-
oped [Olteteanu et al., 2017, Olteteanu, 2016, Olteteanu and
Yoopoo, 2017], inspired by artificial cognitive systems that
solve creativity tests [Olteteanu et al., 2018]. Such computa-
tional psychometrics methods have already shown to provide
designs with greater control [Olteteanu and Schultheis, 2017]
and the computational resurrection of tests which were ini-
tially proposed theoretically [Olteteanu et al., 2018].

This workshop will focus on building a red thread of dis-
cussion on the current state of creativity psychometrics, inte-
grating topics on existing classic and novel, manual and com-
putational methods of testing and measuring creativity. The
following questions will be addressed:

(i) What creativity measuring methods exist and what are
their strengths and weaknesses?

(i) Which creativity factors are measured by the existing
creativity methods? Is there an overlap of measur-
ing methods for different factors? Are they factors for
which no methods exist or current methods are not yet
up to the task?

(iii)) What is the suitability of existing current methods for
empirical testing versus computational modelling?

(iv) How can comparability be ensured across creativity test
item sets?

(v) What creativity metrics and methods can be used in
evaluating the computational modeling of creativity?

(vi) What is the impact of artificial cognitive systems and
their evalution on creativity metrics? Of computational
creativity systems and their evaluation?

(vii) What are the new computational and automatized mea-
sures of creativity, and what is their role in the ecosys-
tem of measures?

(viii) Subjective and objective measures in creativity.

Workshop Duration and Organization

We propose a half a day workshop for the presentation, dis-
cussion and elaboration of creativity measuring methods. The
workshop will involve three elements:

(i) Three invited speakers from different backgrounds (Cogni-
tive Psychology, Cognitive Neuroscience, Cognitive Sys-
tems - Computer Science) will present existing creativity
measuring methods (details below).

(ii) Short presentations of papers and posters will be accepted

on the topic.

(iii) The workshop will end with a panel discussion, focused

on establishing future directions for methods and systems
aimed at supporting creativity and problem solving.

Publication: The papers submitted for this workshop will
be published as a CEUR-WS volume. If enough high qual-
ity papers are received, a Special Issue will be proposed by
the organizer to the Cognitive Systems Research journal, or a
topic proposal will be made to TopiCS in Cognitive Science.

Topics for this workshop will be centered around, but not
limited to:

Creative cognition

Creativity measures and Tests

Psychometrics for Creative Cognition

Computational methods for measuring creative cognition
Computational modelling

Artificial creative cognitive systems

Creative problem solving

Computational Creativity

Evaluation of natural and computational cognitive systems
Associativity and Conceptual Spaces

Semantic networks and semantic graphs

I11 structured problem solving and Structured representations
Knowledge discovery

Creativity modeling approaches and their relation to evaluation,
including Case based reasoning, Neural networks, Evolutionary
algorithms

e Analogy and Metaphor

o Creative assistive systems

Speakers
e Richard Hass — Thomas Jefferson University, US. Talk

topic: Improving Measures on Creative Object Uses.
Background: Cognitive Psychology.

e Evangelia Chrysikou — Drexel University, US. Talk topic:
A standardized test for creativity based on the Alternative
Uses Task. Background: Cognitive Neuroscience.



e Ana-Maria Olteteanu — Head of Cognitive Systems, Freie
Universitat Berlin— Talk topic: Computational Measures of
Creativity. Background: Cognitive Systems — Computer
Science.

Organizer - Short biography
Ana-Maria Olteteanu is the Principal Investigator of the
,,Creative problem solving in cognitive systems” (CreaCogs)
project funded by the German Research Foundation (DFG) at
the Freie Universitat Berlin, Germany.

Ana-Maria has a cross-disciplinary background: she holds
a PhD in Musicology (2011) and a summa cum laude Doctor-
ate in Cognitive Systems and Artificial Intelligence (2016).
Her thesis got nominated for the EurAl Dissertation Prize,
and won the OLB 1st Prize for the best Doctoral Dissertation
in Science in NW Germany in the last two years (2017).

Ana-Maria authored more than 30 papers on the topic of
creative problem solving, of which five journal articles focus
on developing artificial cognitive systems and computational
measures for creativity psychometrics. Her book Cogs in the
Creative Machine will be published by Springer in June 2019.
Ana-Maria has reviewed more than 40 papers for over 20 in-
ternational conferences and journals, and gave over 20 con-
ference and invited talks on creative cognitive systems. Dr.
Dr. Olteteanu has been a program committee member of 15
workshops and conferences in the field. She organized and
chaired 4 Symposia/Workshops/conference tracks, and is the
editor of four volumes and special issues on creativity related
topics. Together with Sebastien Helie, Ana-Maria will write
the chapter on Computational Models of Creativity in the up-
coming edition of The Cambridge Handbook of Computa-
tional Cognitive Sciences. Ana-Maria’s interests are related
to natural and artificial cognitive systems, creative problem
solving, cognitive modeling, computational psychometrics,
knowledge discovery and spatial reasoning.

Recent Organizing and Editorial Experience

2018 - 2021 — Editorial Board member, Cognitive Systems Re-
search Journal.

2018 — Organizer and Chair of the workshop Computational
Methods and Systems for the Cognitive Modelling and Support of
Creativity and Creative Problem Solving, at the Cognitive Science
Conference in Madison, Wisconsin, 2018 (over 50 participants)

2018-2019 — Topic Editor for Frontiers in Psychology-Cognitive
Science and Frontiers in Artificial Intelligence and Robotics, for the
Topic Creativity from Multiple Cognitive Science Perspectives (with
Bipin Indurkhya).

2018-2019 — Guest Associate Editor for Frontiers in Psychology-
Cognitive Science and Frontiers in Artificial Intelligence and
Robotics, for the Topic Creativity from Multiple Cognitive Science
Perspectives (with Bipin Indurkhya).

2017-2018 — Guest editor of the Cognitive Systems Research
journal, for the special issue on Problem-solving, Creativity and
Spatial Reasoning in Cognitive Systems (with Zoe Falomir).

2017 — Editor of the Proceedings of the 2nd Symposium on
Problem-solving, Creativity and Spatial Reasoning in Cognitive Sys-
tems, CEUR-Ws vol. 1869 (with Zoe Falomir).

2017 — Co-organized the ProSocrates - Problem solving, creativ-
ity and spatial reasoning in cognitive systems Symposium, at the
Hanse Wissenschafts-Kolleg, Delmenhorst, Germany.

2016 — Co-organized the ProSocrates - Problem solving, creativ-
ity and spatial reasoning in cognitive systems Symposium, at the

German Cognitive Science Society conference - Space for Cogni-
tion, Bremen (Germany).
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Short Summary

Most computational models of cognition are based on
aggregate data. In recent years, skepticism about
group-to-individual generalizability has begun to emerge
(Fisher, Medaglia, & Jeronimus, 2018). Simultaneously,
results have shown that the current state in modeling
reasoning is approaching a ceiling caused by the focus on
aggregation (Riesterer, Brand, & Ragni, 2018). The time
is ripe to adopt a new perspective on the challenge of
cognitive modeling: how to model the individual reasoner. In
addition to explaining aggregate data from training datasets,
computational cognitive models can adapt to an individual
by integrating knowledge about past responses into the
prediction mechanism. This workshop will tackle conceptual,
computational, theoretical, and methodological challenges
in modeling individual reasoning behavior. =~ A recent
methodological advancement in assessing both aggregate and
individual reasoning behavior, the Cognitive Computation for
Reasoning Analysis (CCOBRA) framework, will be used to
propose a new competition for theory-driven computational
models of individual reasoning behavior. This workshop, and
its underlying theoretical challenge, invites participants from
cognitive science, Al, and all related fields to learn to build
computational models of individual reasoners.

Core challenge: Modeling individuals

How can cognitive scientists build robust simulations of
individual reasoners?  This workshop will address the
theoretical and methodological challenges in developing
PREdictive, individualized COgnitive models of REasoning
— the PRECORE Challenge. An orthodox methodology for
fitting cognitive models to a dataset concerns a two-fold
procedure: a given cognitive model’s parameters are set by
learning to predict the outcomes from a training dataset, and
then it is applied to a novel dataset that the model never
encountered before. The methodology is often used to build
models of aggregated behavior form multiple individuals,
but in principle, it can be applied to assessing individual
reasoning behavior as well. The Cognitive Computation
for Behavioral Reasoning Analysis (CCOBRA) framework
is a benchmarking tool implemented in Python that actively

integrates the individual human into the prediction loop. At
its core lies a close connection to psychological experiments.
Models are expected to simulate the experimental procedure
for individual participants. They are presented with the same
task in the same sequence with the same response options.
By providing precise responses to individual tasks, models
are evaluated based on their predictive accuracies. In the
CCOBRA framework, computational models are supplied
with the true response, both in the training phase, as well
as in the evaluation phase; in this way, models can learn a
default set of parameter settings in training and then be used
to detect individual strategies in reasoning in the evaluation
phase to refine their predictions further. Models are allowed
to train on a dataset consisting of tasks and the actual human
responses of individuals not present in the evaluation data.
Additionally, after predicting the response to a task, they are
presented with the true response and thus allowed to adapt
to an individual participant. Hence, CCOBRA extends the
traditional cognitive modeling problem by moving beyond
the level of aggregates. As a result, the challenge for
computational cognitive models is more difficult, but the
payoffs are greater, i.e., they can lean to the development
of robust computational models of individual reasoning
strategies and adapt to the constraints of individual reasoners.

Models are ultimately compared via their predictive
accuracy on unseen data. If a model manages to hit
the true response more often than another model, the
CCOBRA framework assigns it a higher score.  The
framework operates in a domain-agnostic fashion, i.e., it is
compatible with computational cognitive models based on
symbolic, probabilistic, connectionist, or hybrid approaches.
Hence, computational cognitive models in the CCOBRA
framework are assessed and compared on a fair and neutral
ground. The only requirements imposed by CCOBRA
is an implementation based on Python and the capability
of generating a precise prediction for a given task. The
problem of overfitting will be tackled by computing the final
evaluation scores on previously unreported data. Higher
predictive scores in the CCOBRA framework correspond
directly to a better grasp of the processes underlying
an individual human reasoner’s cognitive system. The
project is entirely open-source and accessible via Github'.

"https://github.com/CognitiveComputationLab/ccobra



Benchmarking data and example model implementations
can be found in the repository. A companion website?
exists which allows to quickly upload and evaluate model
implementations without the need to install the framework.

A domain-general challenge

Cognitive scientists have built computational models that
simulate a wide variety of reasoning behavior, e.g., reasoning
about syllogisms, reasoning about relations, reasoning about
sentences and propositions, and reasoning about causation.
Theorists have built computational models of reasoning in
only some of these domains — and they’ve constructed
models of individual reasoners in only one of them. Hence,
the challenge of analyzing individual reasoning behavior is
acute. This workshop, and its underlying benchmarking
methodology, seeks to develop domain-general solutions for
developing models of individuals. Consider the domain of
syllogistic reasoning, for instance. Syllogisms are problems
built from categorical assertions of the form “All of the
As are Bs” and “All of the Bs are Cs”. Reasoners
deduce conclusions from syllogisms by comprehending two
premises responding to the prompt: “What, if anything,
follows?” Most reasoners generate spontaneously generate
a conclusion of the form “All of the As are Cs” to the two
premises above. As a recent meta-analysis shows, some
syllogisms are easy, and some are difficult (Khemlani &
Johnson-Laird, 2012). The same meta-analysis showed that
twelve theories syllogistic reasoning had difficulty explaining
the variation reasoners exhibit. The problem is endemic to
computational models of reasoning: many of them perform
well on aggregated data, but they they are unable to account
for the individual differences that become relevant when
attempting to predict how individual reasoners respond to
various problems (Riesterer et al., 2018). Models in all
reasoning domains are presently have an upper bound by the
most frequent response.

Goals and Scope

The central goal of the workshop is to encourage and enhance
cognitive modeling of syllogistic reasoning on an individual
level and discussions by researchers of such diverse fields
of cognitive science as psychology, Al, linguistics, and
philosophy. Participation is possible by any of the following:
Presenting a 15 minutes talk about cognitive modeling (please
send us an email by July, 1), submitting a model for the
modeling task in CCOBRA, discussing statistical analysis of
aggregated vs. individual reasoning, or providing any insights
in the discussion for advancing the current state of modeling
beyond the level of aggregate syllogistic data.

Workshop Organization

Marco Ragni is a DFG-Heisenberg fellow and
associate professor at the technical faculty of the
Albert-Ludwigs-University Freiburg and leads the Cognitive

http://orca.informatik.uni-freiburg.de/ccobra/

10

Computation Lab. His research interests include qualitative
spatio-temporal reasoning, knowledge representation and
reasoning, cognitive modeling, and complex cognition with
a special focus on analyzing why and how human reasoning
often deviates from classical logical approaches.

Homepage: www.cc.uni-freiburg.de
Email: ragni@cs.uni-freiburg.de
Pub: dblp.uni-trier.de/pers/hd/r/Ragni:Marco

Nicolas Riesterer is a PhD student at the Cognitive
Computational Lab, associated with the Department of
Computer Science of the Albert-Ludwigs-University
Freiburg.  His research interests are centered around
developing predictive models for human reasoning based on
approaches from both cognitive science and Al.

Homepage: www.cc.uni-freiburg.de
Email: riestern@cs.uni-freiburg.de
Pub: dblp.uni-trier.de/pers/hd/r/Riesterer:Nicolas

Sangeet Khemlani is a computational cognitive scientist
in the Navy Center for Applied Research in Artificial
Intelligence at the US Naval Research Laboratory. His
work focuses on building computational cognitive models of
deductive, inductive, and abductive reasoning, and testing
those models against a wide variety of behavioral data.

Homepage: www.khemlani.net
Email: sunny.khemlani@nrl.navy.mil
Pub: www.khemlani.net/publications/

Committee
e Ruth Byrne, University of Dublin
e Christoph Beierle, Fernuniversitit Hagen, Germany
o Ulrich Furbach, University of Koblenz, Germany
o Steffen Holldobler, University of Dresden, Germany
e Markus Knauff, Universitt Gieen, Germany
e Gabriele Kern-Isberner, TU Dortmund, Germany

e Frieder Stolzenburg, Harz University of Applied Sciences,
Germany
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Introduction

Humans perform a wide range of everyday activities (e.g.,
preparing a meal, setting the table) frequently, and often with-
out conscious thought. Despite the experienced ease with
which we perform such activities, their successful completion
involves a complex set of abilities and mechanisms. This be-
comes apparent when considering that even healthy adults ex-
hibit occasional errors (Norman, 1981, e.g., failing to spoon
coffee grinds into the filter before switching on the coffee ma-
chine) in performing the necessary actions, while mild cog-
nitive impairment may interfere with successful performance
of highly familiar everyday activities (Gold, Park, Troyer, &
Murphy, 2015).

Successful performance of everyday activities taxes at least
the following abilities:

e Perception: The environment in which the actions are per-
formed has to be adequately perceived to properly act in
it. Among others this comprises the ability to recognize
largely occluded objects in cluttered environments (e.g.,
plates in a stack of plates or objects in a dishwasher).

e Action Planning: Everyday activities consist of several ac-
tions and the effectiveness and efficiency of performing ac-
tivities will often depend on the order in which the actions
are executed (see coffee making example above). Accord-
ingly, planning one’s actions is an important aspect of ev-
eryday activity performance.

e Spatial Reasoning: Spatial relations of objects to each
other and to one’s body are crucial for everyday activity.
Without knowledge about these relations, locomotion in
the environment as well as collecting and properly arrang-
ing objects would not be possible.

o Movement Planning: Individual (motor) actions require
planning to, for example, avoid obstacles, remain in the op-
erational range of one’s effectors, and to reduce the chance
for mishaps (reaching with a full cup over — instead of
around — your laptop is not a good idea)

e Controlling Action Sequences: Action sequences not only
have to be planned, but also controlled during execution to
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ensure that no actions are left out, actions are not executed
in the wrong order, or that inappropriate (i.e., not part of
the plan) actions that are habitual or appropriate given the
current state of the environment are avoided.

e Monitoring and Error Correction: Given that slips and
lapses in action execution occur, monitoring of progress
towards the goal and error correction mechanisms are also
need to ensure successful action completion.

Considering that the listed abilities constitute research ar-
eas in their own right, it seems clear that gaining a (more)
comprehensive understanding of everyday activities is an am-
bitious endeavor. At the same time, everyday activities pro-
vide an opportunity to jointly research several cognitive abil-
ities in what Newell (1973) has called complex tasks. Ev-
eryday activities such as “setting the table” are circumscribed
enough to study them in the lab, while being complex enough
to require the combination of several cognitive abilities. As
such, investigation of everyday activities has the potential to
not only foster our understanding of the cognitive processes
involved, but also of their interaction and integration.

Gaining a deeper understanding is also of applied rele-
vance. Given the demographic change and an aging soci-
ety, the number of people unable to perform independently
all necessary everyday activities is increasing (e.g., Nicholas
& Smith, 2006). A deeper understanding of what drives suc-
cessful everyday activities, how the underlying mechanisms
develop, and how and what in the process may break down
with age and cognitive impairment (dementia) can help sup-
port those who have trouble with everyday activities in two
ways. First, with knowledge about which abilities may de-
cline with age and impairment, specific training regimes can
be developed to counter the decline in ability (e.g., Bettcher
et al.,, 2011). Second, support could be given by artificial
cognitive agents (e.g., robots) performing or prompting those
activities that people are less able to do themselves. Cur-
rently available (household) robots are missing the flexibility
and versatility to stand in for a human housekeeper (Ersen,
Oztop, & Sariel, 2017), and a deeper understanding of the
mechanisms that underlie learning and mastery of everyday
activities may therefore inform the design of improved artifi-
cial agents.

This workshop will assemble six speakers with multidisci-
plinary backgrounds to discuss (a) the cognitive abilities un-



derlying everyday activities, (b) how these abilities develop
ontogenetically, (c) how abilities may break down with cog-
nitive impairment, (d) possible integration of different abili-
ties in the scope of everyday activities, and (e) how insights
from (a)-(d) could inform building artificial cognitive agents
mastering everyday activities.

Speakers

Speakers have been selected to cover important areas that are
relevant to the issues raised in the preceding section. Our
speakers combine expertise in abilities involved in everyday
activities, how they develop (Kaichi Yanaoka, Satoru Saito),
how they may decline with cognitive impairment (Tania Gio-
vannetti), how they may be formalized and integrated in com-
putational models (Falk Lieder, Gregor Schoner, John Laird),
and how cognitive principles may be transferred to artificial
cognitive agents (John Laird, Gregor Schoner). Talks will ad-
dress the following topics:

Falk Lieder, MPI Tiibingen will present work on discov-
ering rational planning strategies. To succeed in everyday
life people have to quickly solve complex sequential deci-
sion problems with bounded cognitive resources. Lieder
and colleagues’ resource-rational analysis suggested that peo-
ple’s planning strategies are jointly shaped by these adaptive
pressures and the structure of the environment. Lieder will
present an automatic method that leverages this principle to
predict which planning strategy people are going to use in a
given environment and test it in a series of experiments.

Gregor Schoner, Ruhr-Universitit Bochum will present
how neural dynamic architectures generate physical and
mental acts. Acting in the real world involves the coordina-
tion of perception, cognitive processes, and movement gener-
ation. Schoner will discuss how the balance between stability
and flexibility that is necessary for successful coordination
can be achieved in a framework of neural dynamics.

Kaichi Yanaoka & Satoru Saito, Kyoto University will
present work on the role of executive functions in routine
sequential actions in young children. They will provide an
overview of research on executive functions and action con-
trol from a developmental perspective before presenting new
data on learning and control of routine sequential actions in
young children.

John Laird, University of Michigan will present a cogni-
tive architecture approach to everyday activities. Laird will
explore how the myriad of cognitive capabilities required to
perform everyday activities can be supported by an integrated
cognitive architecture, drawing examples from research with
the Soar architecture. One capability Laird will focus on is
Interactive Task Learning — how the cognitive architecture
approach can support learning new tasks from natural instruc-
tion.
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Tania Giovannetti, Temple University will present work on
everyday action in cognitive aging, mild cognitive impair-
ment, and dementia. Giovannetti will provide an overview
of how deterioration of older adults’ performance of every-
day tasks is related to level and type of cognitive impairment.
In doing so, she will also highlight the implications observed
difficulties have for understanding the cognitive mechanisms
that are required for accurate performance of everyday activ-
ities in healthy populations.

Schedule

The workshop is planned as a half-day event. Speakers will
be allotted 25 minutes each for their presentations (20 min-
utes talk + 5 minutes discussion). The workshop will begin
with a brief introduction by the organizers followed by the
first three talks (Lieder, Schoner, Yanaoka & Saito). After
the break, the two remaining talks (Laird, Giovannetti) will
be delivered. The organizers will then lead a discussion of all
presentations. The workshop will be concluded with a 30 min.
poster session. Posters will be solicited by a Call for Posters
with rolling acceptance. Poster presenters will be asked to
put up their posters before the workshop to allow attendees to
begin discussing them during the break.
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Objectives and Scope

Cognitive science research has far-reaching implications,
but many graduate students are trained with only an academic
career in mind. Academic training develops a wide range of
skills in service of behavioral research, literature reviewing,
data analysis, scientific publishing, grant writing, teaching,
and student mentorship. These skills also have direct
application in non-academic positions, but training within
academia typically neglects to address how these skills
translate to other work environments and career paths. As
growth in the number of doctoral trainees continues to
outpace permanent academic positions (Kolata, 2016;
Larson, Ghaffarzadegan, & Xue, 2013; Lederman, 2016),
more doctoral recipients have been seeking non-academic
employment (National Science Board, 2018). Doctoral
students and recipients who are interested in exploring non-
academic employment options may not know where to turn
for guidance. Our goal in this professional development
workshop is to offer such guidance and an opportunity to
network with scholars in similar situations.

The session will be led by two scholars with doctoral
degrees in psychology who worked in academic positions
previous to their industry careers: Carissa Shafto is a senior
data scientist and data governance specialist for Brightfield
Strategies; Vanessa Simmering is a senior research scientist
for ACTNext by ACT, Inc. They will draw on their individual
experiences navigating from academic to non-academic
positions to guide the activities and discussion. Additionally,
they will solicit contributions and participation from other
scholars with a diverse range of backgrounds and positions to
increase the breadth of experiences participants consider.

Workshop Schedule

The time for the half-day session will be divided
approximately in thirds, beginning with a presentation by the
leaders, followed by a set of interactive activities among
participants, and closing with group discussion of the
activities and questions they raised. Because the workshop
will occur before the conference, we hope that participants
can use this opportunity to connect with each other and
continue the conversations and networking beyond the end of
the workshop.
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Part 1: Introduction of Contributing Scholars and
Different Career Paths

The leaders will begin with an overview of the goals of the
session, followed by a series of narrated slides in which
scholars (the leaders plus additional contributors) describe
their backgrounds and employment. Specifically, we will ask
all contributors to list the discipline of their degree and the
general area of their research training, followed by (when
relevant) any academic and non-academic positions they held
before their current position, then a description of their
current job, ending with a comment on what motivated them
to seek out a non-academic career. Each contributor’s
description will be brief (3 minutes or less) and compiled into
a single presentation in advance to maximize the number of
examples we can present to participants. We have agreements
to contribute narrated slides from thirteen participants thus
far, listed in Table 1, and will invite more contributors if
needed to ensure diverse representation of participants’
backgrounds, interests, and employment types. Contributors
will be encouraged to attend if possible, but attendance will
not be required as this may limit which types of people and
careers that can be represented, since many non-academic
careers do not require or fund conference travel.

Part 2: Developing Your Pitch

Participants will be given time to work individually and
then in small groups on two related activities developing
“elevator pitches”, which are brief but persuasive speeches
designed to spark the listener’s interest to learn more. The
first pitch will be focused on what the participant is looking
for in a career. The second will focus on what the participant
has to offer to an employer. The leaders will scaffold this
activity by highlighting successful strategies (e.g., focusing
on skills over content, considering opportunities rather than
obstacles) and potential individual considerations (e.g.,
whether one is leaving a temporary versus permanent
position, whether relocation is possible). As relevant, these
activities may include brainstorming a wide range of
potential employment opportunities, or focusing on a specific
position the participant already has in mind. During this
portion, the leaders and any contributors in attendance will
circulate through the room to talk to participants and answer
questions that arise.



Table 1: PhD Scholars Contributing Narrated Slides on their Backgrounds and Careers

Name Position Institution / Company / Agency
Dan Acheson Data Science Manager Uptake
Keith Apfelbaum Research Director Foundations in Learning, Inc.

Aimee Arnoldussen
Megan C. Brown

Medical Technology Assessment
Lead Decision Scientist

University of Wisconsin Hospital & Clinics
Consumer and Partner Insights, Starbucks

John Lipinski Director of Client Management Certilytics

April Murphy Data Scientist Tulco Labs

Maggie Renno Research Analyst Wisconsin Department of Children and Families
Alexa Romberg Research Manager Schroeder Institute at Truth Initiative

Sarah Sahni Associate in Social & Economic Policy = Abt Associates

Matthew Schlesinger ~ Senior Data Scientist ReThink Medical

Sean Taylor Research Scientist Manager Core Statistics Team, Facebook

Dan Vatterott Data Scientist Showtime

Tim Wifall Senior User Experience Researcher Samsung Research America

Part 3: Questions, Feedback, Discussion,
Networking, and Resources

Following the activity, participants will have an
opportunity to ask questions, seek feedback, and discuss
concerns within the larger group. The leaders will structure
the time of the final third of the session based on interest from
participants, including references to resources participants
may want to use as they pursue non-academic careers. For
example, a number of consulting services can be found online
(The Professor Is In, Cheeky Scientist, Beyond the
Professoriate, Next Scientist) but each varies slightly in their
scope (i.e., some cater more to “hard” sciences, others to
social sciences and humanities) and therefore their potential
utility for participants with different backgrounds. They also
vary in the amount of information offered free of charge and
services provided at a cost. Social media sites (e.g., Post-
Academic Athenas, Facebook groups, and LinkedIn) also
offer more informal support, through discussion and peer
mentoring, and can help participants expand their networks.
The leaders and contributors will be able to provide some
specific experiences to help participants evaluate what
approaches could be of most use to them.

At the conclusion of the event, Dr. Simmering will survey
interest from participants in potentially forming a group on
LinkedIn or another platform to stay connected and follow up
on conversations started during the session. Participants will
also be provided with contact information from any
contributors who agree to offer this opportunity to connect.
We hope the session will give participants an entry point to
exploring a wide range of career options and the necessary
resources to pursue non-academic career paths.
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Abstract

Several of the central questions in language, social cognition,
and developmental research focus on the roles of input, out-
put, and interaction on learning and communication. While it
has become easy to collect long-form recordings, getting use-
ful data out of them is a more daunting task. Across four mini-
sessions, this tutorial aims to address pre- and post-data collec-
tion concerns, and provide a hands-on introduction to manual
and automated annotation techniques. Attendees will leave this
tutorial with resources and concrete experience for collecting,
annotating, and sharing/archiving naturalistic recordings, in-
cluding specific open-science practices relevant for these data.
Keywords: daylong recordings; natural language; speech
technology; automated annotation; open science

Introduction

The ability to record and efficiently analyze everyday talk
from a variety of different populations is crucial for many
topics in language science, including: variation in children’s
linguistic input, distributional patterns of language in adult
speech, atypical speech patterns for medical diagnosis, and
more (e.g., see |Casillas and Cristia (under review)) for a re-
view). However, even the most basic facts about everyday
speech experience have remained elusive given the techno-
logical constraints of capturing and analyzing daylong speech
for large samples of participants. In the last two decades, the
LENA™ gystem has emerged as a potential solution to this
methodological gap (see Ganek and Eriks-Brophy| (2018) for
a review). However, due to its costs and proprietary, aging
technology, LENA™"s usefulness is increasingly limited.

In this half-day tutorial we will describe a new approach
for getting the most from daylong recordings; one that uses
community-based norms to support researchers at every step,
from ethics review and initial data collection to automated
analysis, manual annotation, and data archival. The tools and
databases we include are all open-source and oriented toward
usability on new populations and new technical challenges—
an ideal next step to enable researchers to tackle new scien-
tific questions about everyday language use. These tools has
developed out of the ACLEW project (http:\sites.google
.com/view/aclewdid/home).
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Tutorial aims

This tutorial is focused on facilitating current research using
daylong recordings while also boosting the future develop-
ment of even better tools for the collection, annotation, and
analysis of daylong recordings.

Our first aim is to lower the barrier to using daylong
recordings for language research. Many researchers who
are interested in this method are held back from doing so be-
cause there is no clear cost- and time-efficient way to anno-
tate the data. We hope to allay some of these concerns by
introducing a set of tools and techniques participants can use
to extract usable data from their recordings. We will pro-
vide a hands-on training session demonstrating how to use
our ACLEW audio-processing pipeline (automated tools for
exploring voice activity, utterance segmentation, speaker di-
arization, and speech rate estimation) and manual annotation
framework suitable for cross-corpus comparison. All soft-
ware is free, open-source, and multi-platform.

Our second aim is to promote an open-science frame-
work for natural language data, with an eye toward im-
proving access to shared data and comparative analysis. The
daylong recording community is just getting off the ground
(HomeBank; VanDam et al., |2016)), and there is vast potential
for scientific advancement if more researchers were to partic-
ipate. To demonstrate the benefits of data sharing and re-use
for daylong recordings, we will show how the use of unified
tools and annotation templates can lead to new breakthroughs
in comparing natural language environments across cultures.
Our motivation is that the long-term non-commercial success
of our toolkit depends on an active community of users. Ac-
tive users contribute new training data, give feedback on qual-
ity, and make requests for new functionality. We therefore
hope to convince researchers that these tools can meet their
immediate analytic needs while also persuading them to in-
vest in the community so that we can establish the mega cor-
pora necessary for continued tool improvement.


http:\sites.google.com/view/aclewdid/home
http:\sites.google.com/view/aclewdid/home

Participants

This tutorial is intended for researchers at all levels of ex-
perience who are interested in the collection, analysis, cura-
tion, and computational modeling of natural language data.
While the tutorial will be accessible to a general CogSci
audience, we also hope to attract participants who are in-
terested in daylong recordings but daunted by the prospect
of collecting or processing them. We also encourage par-
ticipation by researchers who have already invested in day-
long recordings and are looking for new ways to utilize
them. Indeed, as part of DARCLE we have a commitment
and track record of supporting new investigators (http://
darcle.org/newlnvestigators.html).

Learning outcomes

After this tutorial, participants will be able to (1) assess the
pros and cons of using naturalistic recordings for their re-
search questions, (2) locate, use, and adapt our online, self-
guided tutorials and templates for creating machine-friendly
annotations, (3) download, install, run, and interpret the out-
put provided by the (open source) audio-processing software,
and (4) understand how to gain access to and use HomeBank,
a repository for daylong audio recordings.

Tutorial structure

This half-day hands-on tutorial will introduce: issues sur-
rounding daylong recording collection, a standardized man-
ual annotation process, the use of automated annotation tools,
and best practices for data archiving. This will be organized
into four sessions (separated by 5-min breaks). Participants
will work with sample media file to get hands-on experience
in each session.

Session 1. Pre-data collection concerns (25 min) A brief
introduction to the method, its costs and benefits, and what to
consider before collecting data. Topics include: how to de-
cide whether daylong recordings are suitable for the research
question, considerations when applying for ethical approval,
and off-the-shelf hardware and software options. We will re-
late these topics to individual research interests.

Session 2. Manual annotation (55 min) A 3-part inter-
active training session introducing participants to manual an-
notation in the machine-friendly template we have developed
for ELAN (Casillas et al.l [2017). Part 1 focuses on the ba-
sic setup of the annotation scheme. Part 2 focuses on the use
and adaptability of the annotation conventions. Part 3 focuses
on the annotator training standards and reliability estimation
using the automated tools provided by ACLEW.

Session 3. Automated annotation (55 min) An interactive
tour of the ACLEW automated tools package. Each tool will
be introduced and demonstrated with example media files.
We will also take this opportunity to demonstrate the value of
adding new training and testing data and will open the floor
to discussion about future tool development.

Session 4. Archiving and community (25 min) A brief
discussion focused on the issues surrounding the long-term
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storage of daylong recordings. We will also discuss efficient
and accessible ways to share data, annotations, and analysis,
and review the benefits of open-science practices.

Learning materials

Participants will need an Internet-connected laptop and a pair
of headphones. The organizers will create an OSF page with
links to all training materials and instructions for future use.
Although sample data will be provided, participants are en-
couraged to bring their own data to demonstrate the chal-
lenges of different research questions using daylong audio.

Tutor credentials

The materials and instruction for this tutorial will come from
the cognitive scientists and software developers who created
the tools being covered. Collectively, they have expertise in
training dozens of researchers (undergraduate to PhD) on the
steps covered in sessions 1-4. That said, this tutorial will be
the very first to cover the end-to-end use of this pipeline for
researchers working on daylong audio recordings.

Summary of significance

The study of everyday talk is fundamental for understand-
ing the relationship between cognition, culture, and language.
Recent technological advancements afford researchers the
ability to study everyday language on a much larger scale than
before, but these technologies are challenging and therefore
remain somewhat underutilized. We aim to further the use
and usefulness of this technology by spreading knowledge of
how to effectively employ it and by facilitating the continued
improvement of the associated tools for language science.
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Significance of the Method

In many daily life activities, eye movements provide
strong clues about underlying cognitive processes. For
example, patients with cognitive deficits have atypical eye
movement patterns. Users with different experiences
show different eye movement behavior in viewing
websites. Thus, eye movement has become an important
measure in the broad research fields in cognitive science.

Recent research has reported substantial individual
differences in eye movements during cognitive tasks.
Nevertheless, most of the current analysis methods do not
adequately reflect these individual differences. Also, they
focus on spatial information (fixation locations), whereas
temporal information (transitions among fixation
locations) is typically overlooked. The most common
method has been the use of predefined regions of interests
(ROIs) on the stimuli. However, predefined ROIs are
often subject to experimenter bias and inconsistency
across studies. To address these problems, Caldara and
Miellet (2011) proposed to directly perform by-pixel
statistical tests on fixation heat maps (where fixations are
smoothed with a Gaussian function) to determine the
regions with significant difference between conditions.
Nevertheless, these regions are often irregularly shaped
and difficult to interpret. Also, fixation maps at different
times only show the transition of overall fixation
distribution and do not provide information about
transitions between regions. Another method (Jack et al.,
2009) is to define ROIs as regions formed by running the
k-means clustering algorithm on significantly fixated
regions of a fixation map. However, this approach
assumes that all ROIs are circular and the same size, and
the number of ROIs must be preset by the experimenter.

Thus, we have developed a novel eye movement data
analysis method, Eye Movement analysis with Hidden
Markov Models (EMHMM; Chuk, Chan, & Hsiao,
2014), which summarizes each individual’s eye movement
pattern using a hidden Markov model (HMM; a type of
machine learning model for time series data), including
person-specific ROIs and transition probabilities among
the ROIs. Individual HMMs can be clustered according
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to similarities to discover common patterns (Fig. 1a), and
the similarity between an individual pattern and a
common pattern can be quantitatively assessed through
estimating the likelihood of the individual’s data being
generated by the common pattern HMM. This similarity
measure then can be used to examine associations
between eye movement patterns and other cognitive
measures (Fig. 1b & 1c¢). We have applied this method to
face recognition research and made discoveries thus far
not revealed by other methods, including how eye
movements are associated with recognition performance,
cognitive abilities (Chan, Chan, Lee, & Hsiao, 2018),
cultural differences (Chuk, Crookes, et al., 2017), memory
encoding/retrieval (Chuk, Chan, & Hsiao, 2017), sleep
loss (Zhang, Chan, Lau, & Hsiao, 2019), and activations
in brain regions important for top-down attention control
(Chan et al., 2016). We have also recently developed new
methodologies for more complex cognitive tasks,
including using switching HMMs for tasks involving
cognitive state changes (Chuk, Chan, Shimojo, & Hsiao,
2016), and using the machine learning algorithm co-
clustering for tasks involving stimuli with different feature
layouts (Hsiao, Chan, Du, & Chan, 2019).
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Fig. 1: (a) Analytic and holistic patterns in face
recognition (Chan et al., 2018). Ellipses show ROIs as 2-
D Gaussian emissions. The table shows transition
probabilities among the ROIs. Priors show the
probabilities that a fixation sequence starts from the
ellipse. (b) In older adults, the more holistic the pattern,
the lower the cognitive status (by MoCA), and (c) this
correlation was replicated with new participants viewing
new face images using the representative HMMs in (b).
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In short, the EMHMM methodology will allow us to
summarize, quantitatively assess, and compare individual
eye movement patterns across stimuli and tasks, and
examine how they are associated with other cognitive
measures. It will lead to innovative findings not revealed
by any existing methods with a lasting impact on how eye
tracking is used for understanding cognition across
disciplines. The Matlab Toolbox for EMHMM is
available at http://visal.cs.cityu.edu.hk/research/emhmm/.

Structure and Activities
This half-day tutorial consists of 2 sessions:

1. Introduction to EMHMM and Its Applications: We
will first introduce current methods in eye movement data
analysis to illustrate the advantages of the EMHMM
method. We will then introduce how we can apply
EMHMM to research on face recognition, reading,
cultural difference, ageing, sleep, information systems,
decision making, scene perception, and video viewing. In
the end we will provide a short demo in which attendees
can come to perform a face recognition task with eye
tracking, and get a personalized EMHMM report on site.

2. Tutorial and Hands-on Experience: We will first
present an EMHMM simulation study (Chan & Hsiao,
2018) and provide recommendations for using EMHMM
in cognitive research. We will then provide an EMHMM
Matlab Toolbox tutorial with sample data for attendees
to practice using the toolbox on their own laptops. We will
have at least one laptop available onsite for attendees who
do not have access to Matlab. Attendees may also bring
their own data and ask questions on site.

Credentials of the Tutorial Organizers

The tutorial organizers have been developing the
EMHMM method for 7 years. Since the first paper/talk
presented at the Annual Meeting of the Cognitive Science
Society (Chuk, Chan, & Hsiao, 2013), they have published
6 journal papers (including Cognition and Sleep) and 23
conference/invited presentations (including VSS and
ICIS) using this method with collaborators from the UK,
the US, Germany, and Australia, etc. on various topics.
Janet Hsiao is a world-leading expert in using eye
tracking and computational modeling methods to
understand human cognition. She has published in several
high-profile cognitive science journals including
Psychological Science and Cognition. She is currently an
Associate Editor for Cognitive Science, and has been
served on the Program Committee for the annual
meetings of the Cognitive Science Society since 2016.
Antoni Chan is a world-leading expert in probabilistic
models for time series data analysis and pattern
recognition. He has published in several high-profile
machine learning and computer vision journals, including
IEEE Trans. on Pattern Analysis and Machine
Intelligence and the Journal of Machine Learning
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Research. He is currently a Senior Area Editor for /EEE
Signal Processing Letters, and served as an Area Chair for
ICCV'15,°17, and ’19.

References

Caldara, R. & Miellet, S. (2011). iMap: a novel method
for statistical fixation mapping of eye movement data.
Behav. Res. Methods, 43, 864-878.

Chan, A. B., & Hsiao, J. H. (2018). EMHMM
Simulation Study. http://arxiv.org/abs/1810.07435
Chan, C. Y. H,, Chan, A. B,, Lee, T. M. C., & Hsiao, J.
H. (2018). Eye movement patterns in face recognition
are associated with cognitive decline in older adults.

Psychonomic Bulletin & Review, 256), 2200-2207.

Chan, C. Y. H., Wong, J. J., Chan, A. B., Lee, T. M. C,,
& Hsiao, J. H. (2016). Analytic eye movement patterns
in face recognition are associated with better
performance and more top-down control of visual
attention: an fMRI study. Proceeding of the 38th
Annual Conference of the Cognitive Science Society
(pp- 854-859).

Chuk, T., Chan, A. B., & Hsiao, J. H. (2014).
Understanding eye movements in face recognition using
hidden Markov models. J. Vis., 1411):8, 1-14.

Chuk, T., Chan, A. B., & Hsiao, J. H. (2017). Is having
similar eye movement patterns during face learning and
recognition beneficial for recognition performance?
Evidence from hidden Markov modeling. Vision
Research, 141, 204-216

Chuk, T., Chan, A. B., Shimojo, S., & Hsiao, J. H. (2016).
Mind reading: Discovering individual preferences from
eye movements using switch hidden Markov models.
Proceeding of the 38th Annual Conference of the
Cognitive Science Society (pp. 182-187).

Chuk, T., Crookes, K., Hayward, W. G., Chan, A. B., &
Hsiao, J. H. (2017). Hidden Markov model analysis
reveals the advantage of analytic eye movement
patterns in face recognition across cultures. Cognition,
169, 120-117.

Coutrot, A., Hsiao, J. H., & Chan, A. B. (2018). Scanpath
modeling and classification with Hidden Markov
Models. Behavior Research Methods, 5((1), 362-379

Hsiao, J. H., Chan, K. Y., Du, Y. & Chan, A. B. (2019).
Understanding individual differences in eye movement
pattern during scene perception through hidden
Markov modeling. Proceeding of the 4ith Annual
Conference of the Cognitive Science Society

Jack, R. E., Blais, C., Scheepers, C., Schyns, P. G., &
Caldara, R. (2009). Cultural confusions show that
facial expressions are not universal. Curr. Biol., 19, 1-
6.

Zhang, J., Chan, A. B., Lau, E. Y. Y., & Hsiao, J. H.
(2019). Individuals with insomnia misrecognize angry
faces as fearful faces while missing the eyes: An eye-
tracking study. Sleep, 422), zsy220.




Optimizing the Design of an Experiment using the ADOpy Package:
An Introduction and Tutorial

Jay I. Myung (Myung.1@osu.edu)
Mark A. Pitt (Pitt.2@osu.edu)
Department of Psychology, Ohio State University
Columbus, OH 43210 USA

Jaeyeong Yang (urisal2@snu.ac.kr)
Woo-Young Ahn (wahnS55@snu.ac.kr)

Department of Psychology, Seoul National University
Seoul, 08826 KOREA

Keywords: computational cognition;
learning; autonomous experimentation;
optimization; Python software package

Bayesian active
adaptive design

Introduction

Experimentation is one of the cores of cognitive science,
whether one is interested in understanding the mechanisms
underlying cognitive control or the neural basis of decision-
making. Through accurate measurement in a well-thought-
out experimental design, the goal is to obtain sufficiently
noise-free data to make inferences about processing. The
design of an experiment can be especially tricky, requiring
consideration of many factors (e.g., what levels and how
many levels of a variable should be presented, how many
stimuli per level, etc.). The final design can sometimes
result in only a subset of the design space (i.e., conditions)
yielding interesting results, with the remaining data being
minimally informative.

Advances in Bayesian statistics and machine learning
offer algorithm-based ways to generate optimal and efficient
experimental designs so as to minimize uninformative and
wasted experimental trials (e.g., Cavagnaro, Myung, Pitt, &
Kujala, 2010; Lesmes, Lu, Baek, & Dosher, 2010). In an
optimized experiment, stimuli are selected adaptively and
optimally (i.e., in an information theoretic sense; Lindley,
1956) on each trial by real-time data analysis of observed
responses from earlier trials. What is being optimized is the
values of the design variables that can be manipulated
experimentally, such as the intensity of a stimulus in a
psychophysics experiment or the monetary rewards and
probability of occurrence in a preferential choice
experiment. This is unlike a traditional experiment in which
the design is fixed for all participants and stimulus
presentation is either random or follows a predetermined
schedule.

One such approach is referred to as Adaptive Design
Optimization (ADO; Cavagnaro et al., 2010). ADO derives
from optimal experimental design in statistics (Atkinson &
Donev, 1992; Chaloner & Verdinelli, 1995) and active
learning in machine learning (Cohn, Atlas, & Ladner, 1994;
Settles, 2012). ADO is a general-purpose, algorithm-based
method for autonomously conducting adaptive experiments
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that lead to rapid accumulation of information about the
phenomenon of interest with the fewest number of trials.
ADO can improve significantly the informativeness and
efficiency of data collection (e.g., Cavagnaro et al., 2011 &
2016).

ADOpy

Expertise in statistics and computational modeling is
required to use these machine-learning methods. To
improve their accessibility to a wide range of researchers,
we have developed an open-source Python package. The
package, dubbed ADOpy, implements ADO for optimizing
experimental designs. ADOpy is currently available on
GitHub (https://github.com/adopy), with three pre-installed
adaptive experimental tasks as of January 2019: (a) the
slope and threshold estimation of the psychometric function
(Kontsevich & Tyler, 1999); (b) the delay discounting
experiment (Cavagnaro et al., 2016); and (c) the choice
under risk and ambiguity experiment (Levy et al., 2010).

ADOpy is written using high-level semantic-based
commands in a such way that the whole ADO procedure is
broken into a set of meaningful function calls that can be
easily edited and modified by wusers. Further and
importantly, the package is user-friendly in that users can
use the package without having to understand the
computational details of the ADO algorithm. Additionally,
the package is modular so that new models and/or
experimental tasks can be easily added. Thus, only a modest
amount of programming and modeling experience is
required to use ADOpy.

The purpose of the proposed tutorial is to introduce
ADOpy to cognitive scientists in a hands-on training
environment, first providing a conceptual introduction to
optimal experimental design and then walking through
examples that demonstrate how to use methodology. The
tutorial will be based on a manuscript (in preparation) to be
submitted for publication in the near future.

Tutorial Format

This half-day tutorial will be organized into two 1.5-hour
sessions with a 30-min coffee break between them. The first
part, given by the first two authors, will consist of a general



overview of the conceptual and statistical foundations of
ADO (1 hour) and then 30 minutes to answer questions and
set up for the tutorial session. After the break, the second
1.5 hours will be a tutorial on the ADOpy package, with
hands-on training using concrete, work-through examples,
run jointly by the third and fourth authors.

There will be a website with a program, a web link to the
GitHub site, the abstracts and slides of all presentations,
supplementary Python code to be used in the hands-on
session and recommended readings.

Target Audience

Graduate students, postdoctoral researchers, and scientists,
who are new to ADO and have workable knowledge of
Bayesian statistics on a graduate level and also of basic
Python programming.

Organizers/Presenters

Jay 1. Myung is Professor of Psychology at the Ohio State
University. He received a PhD in 1990 in psychology at
Purdue University. His research interests in the fields of
cognitive and  mathematical psychology include
computational cognition, optimal experimental design,
Bayesian modeling, and model comparison. Homepage:
https://faculty.psy.ohio-state.edu/myung/personal/

Mark A. Pitt is Professor of Psychology at the Ohio State
University. He received his PhD in 1989 in psychology at
Yale University. In addition to researching computational
approaches to improving inference in experimentation, he
researches questions in psycholinguistics, such as how
listeners  recognize  spoken  words. = Homepage:
http://lpl.psy.ohio-state.edu/.

Jaeyeong Yang is a second-year graduate student of
psychology in the Department of Psychology at Seoul
National University. He received a double major B.S. in
psychology and computer science, and he wrote the ADOpy
package in Python.

Woo-Young Ahn is Assistant Professor of Psychology at
Seoul National University. He received a PhD in 2012 in
clinical psychology at Indiana University and has published
over 20 papers in journals such as Cognitive Science,
Proceedings of the National Academy of Sciences, Current
Opinion in Behavioral Sciences, Journal of Mathematical
Psychology, and Computational Psychiatry. His research
interests include decision neuroscience and computational
psychiatry, and he developed the Bayesian modeling
package hBayesDM (https://github.com/CCS-
Lab/hBayesDM).

Acknowledgments

This research is supported in part by National Institute of
Health Grant RO1-MH093838 to JIM and MAP, and also by
Basic Science Research Program through the National
Research Foundation of Korea (NRF) funded by the
Ministry of Science, ICT, & Future Planning
(2018R1C1B3007313) to WYA.

20

References

Atkinson, A., & Donev, A. (1992). Optimum Experimental
Designs. Oxford University Press.

Cavagnaro, D. R., Aranovich, G. J., McClure, S. M., Pitt,
M. A., & Myung, J. I. (2016). On the functional form of
temporal discounting: An optimized adaptive test. Journal
of Risk & Uncertainty, 52, 233-254.

Cavagnaro, D. R., Myung, J. I, Pitt, M. A., & Kujala, J.
(2010). Adaptive design optimization: A mutual
information based approach to model discrimination in
cognitive science. Neural Computation, 22, 887-905.

Cavagnaro, D. R., Pitt, M. A., & Myung, J. I. (2011). Model
discrimination through adaptive experimentation.
Psychonomic Bulletin & Review, 18(1), 204-210.

Chaloner, K., & Verdinelli, I. (1995). Bayesian
experimental design: A review. Statistical Science, 10(3),
273-304.

Cohn, D., Atlas, L., & Ladner, R. (1994). Improving
generalization with active learning. Machine Learning,
15(2),201-221.

Kontsevich, L. L., & Tyler, C. W. (1999). Bayesian
adaptive estimation of psychometric slope and threshold.
Vision Research, 39, 2729-2737.

Lesmes, L. A., Lu, Z.-L., Baek, J., & Dosher, B. A. (2010).
Bayesian adaptive estimation of contrast sensitivity
function: the quick CSF method. Journal of Vision, 20, 1—
21.

Levy, L., Snell, J., Nelson, A. J., Rustichini, A., & Glimcher,
P. W. (2010). Neural representation of subjective value
under risk and ambiguity. Journal of Neurophysiology,
103, 1036-2047.

Lindley, D. V. (1956). On a measure of the information
provided by an experiment. Annals of Mathematical
Statistics, 27(4), 986—1005.

Settles, B. (2012). Active learning. Synthesis Lectures on
Artificial Intelligence and Machine Learning, 6(1), 1—
114.



Full Day Tutorial on Quantum Theory in Cognitive Modeling

Emmanuel M. Pothos (Emmanuel.pothos.1@city.ac.uk) and James M. Yearsley

(James.Yearsley@city.ac.uk)

Department of Psychology, City, University of London, London, EC1V 0HB, UK

Zheng (Joyce) Wang (wang.1243@osu.edu)

School of Communications, Center for Cognitive and Brain Sciences, Ohio State University,
Columbus, OH 43210 USA

Peter D. Kvam (kvam.peter@gmail.com) and Jerome R. Busemeyer (jbusemey@indiana.edu)
Department of Psychological and Brain Sciences, Indiana University, Bloomington, IN 47405, USA

Keywords: quantum probability theory; classical/ Bayesian
probability theory; Markov processes; contextuality; decision
making; memory; similarity.

Introduction

Even though the generally acknowledged normative and
descriptive standard for modeling human inference is
classical/ Bayesian probability theory (CPT), there have also
been several reports which challenge CPT’s universal
applicability. Some of the most influential empirical
demonstrations of such so-called fallacies have been
reported by Kahneman, Tversky and their collaborators. For
example, consider the evocative conjunction fallacy. In the
Tentori et al. (2004) demonstration of the conjunction
fallacy, participants are quite happy to consider it more
probable to randomly select a Scandinavian person with
both blue eyes and blond hair, than just blond hair. Even
though we can imagine a line-up of Scandinavian
individuals (making the set theoretic structure of CPT
explicit and so the impossibility of a conjunction fallacy),
there just seems a persistent feeling that somehow the
conjunction is more likely than the marginal (cf. Gilboa,
2000). How can our intuition be so much at odds with CPT
prescription?

We call quantum probability theory (QPT) the rules for
how to assign probabilities to events from quantum
mechanics, without any of the physics. QPT is in principle
applicable in any situation where there is a need to
formalize uncertainty. In psychology, one way to motivate
QPT is as a bounded rationality approach to CPT: whereas
in CPT we require conjunctions/ disjunctions across all
possible questions (and the underlying logical structure is a
Boolean algebra), in QPT (classical) conjunctions/
disjunctions are possible only for so-called compatible
questions, while for incompatible ones they are undefined
(they have to be computed with sequential operations; the
underlying logical structure is a partial Boolean algebra).

Where incompatible questions are concerned, QPT
provides a radically different perspective on probabilistic
inference, compared to CPT, characterized by, for example,
interference effects, violations of the law of total
probability, supercorrelations, and constructive influences
from judgments. These characteristics have provided a rich
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modeling framework for accommodating behavioral results
superficially at odds with classical structure, across several
areas including decision making, memory, similarity,
perception, and logical reasoning, to mention but a few
(overviews in Bruza et al., 2015; Busemeyer & Bruza, 2012;
Haven & Khrennikov, 2013; Pothos & Busemeyer, 2013).

The purpose of the tutorial is to provide a comprehensive
introduction to the QPT techniques commonly employed in
cognitive modeling and illustrate the breadth of cognitive
findings for which successful QPT models have been
proposed.

Presenters

Emmanuel Pothos is a Professor of Psychology at City,
University of London. He has been involved with the
quantum cognition research programme since its
inception, more than 10 years go. James Yearsley is a
mathematical psychologist, originally trained in quantum
theory. He has provided one of the most compelling a
priori behavioral predictions of QPT (Yearsley &
Pothos, 2016). Zheng (Joyce) Wang is a Professor at
The Ohio State University. She was Co-Editor for a
special issue on quantum cognition that appeared in

Topics in Cognitive Science, 2013, Vol. 5). Peter
Kvam 1is a postdoctoral researcher at Indiana
University, who has published many articles on

quantum cognition including in top journals such as
PNAS. Finally, Jerome Busemeyer is Distinguished
Professor of Cognitive Science at Indiana University and
fellow of the Cognitive Science Society. He is one of the
instigators of the quantum cognition research programme.

Previous Tutorials and
Symposia
The tutorial has been presented at the Cognitive Science
meetings in Nashville (2007), Washington DC (2008),
Amsterdam (2009), Sopporo (2012), Berlin (2013),
Quebec City (2014), Pasadena (2015), Philadelphia
(2016), and Madison (2018), with about 30 to 50
participants each time. The ratings from participants
after the tutorial were all very positive. In 2017, we
held a workshop on quantum cognition supported by the
Estes Foundation to 60 participants at a joint meeting of



the Society for Mathematical Psychology and the
International Conference on Cognitive Modeling at the
University of Warwick, UK. Also, this tutorial follows a
symposium on quantum cognition at the Cognitive
Science meeting 2011, whose papers appeared as a
special issue in Topics in Cognitive Science (2013).

Assumptions about Participants Background

Most of the techniques we will cover involve elementary
linear algebra and should be accessible to participants with
minimal mathematical background. Note, no knowledge of
physics is required and, with the exception of providing
some historical context, no references to physics will be
made.

Material to be Covered

We intend to organize the tutorial in three sessions, but with
multiple speakers per session and short breaks, to make
presentations more engaging for the audience. We note
below how each session will be broken up into parts, with
an approximate indication of time per part.

Introduction and background (2 hours)

Why employ QPT in cognitive modeling? Busemeyer will
provide a brief introduction to the tutorial (0.25 hours). We
will then consider a simple QPT model for the conjunction
fallacy, explaining how the representations can be set up,
how are probabilities computed, and how the interference
term necessary to accommodate the conjunction fallacy
emerges. We will also discuss the way the QPT prediction
of a CF can be interpreted in rational terms (Pothos, 1 hour).
We will then provide an overview of empirical findings
which have been modeled with QPT, with a focus on other
decision findings (e.g., disjunction effect; disjunction
fallacy), questionnaire response biases (e.g., order effects),
memory (e.g., the overdistribution effect), similarity, and
perception (e.g., violations of the law of total probability;
Wang, 0.75 hours).

Dynamical models; advanced techniques (2 hours)

We will discuss how dynamical cognitive processes can be
modeled with QPT and introduce related technical concepts,
e.g., unitary operators and Hamiltonians, side by side with
classical counterparts, in the context of well-known
empirical results from decision making (Busemeyer, 0.75
hours). We will then introduce some more advanced QPT
methods. Notably QPT includes a sophisticated formalism
for noise in probabilistic inference (with the formalism of
POVMs), that is relevant in psychological processes where
noise is assumed to play a substantial role. Additionally, the
standard dynamical formalism in QPT can be extended to
situations where there is an interaction (information
exchange) with the environment (cf. open system dynamics;
Yearsley, 0.75 hours). Finally, we will consider Bayesian
model comparisons between QPT and matched CPT models
and discuss their relative complexity in general terms and in
relation to specific examples (Yearsley & Kvam, 0.5 hours).
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Generative value (2 hours)

We will consider the generative value of the quantum
cognition research programme, with emphasis on explaining
the techniques and allowing insight into the thought process
leading to model creation. Kvam (1 hour) will present a
research programme on modeling heuristics within QPT. In
particular, he will demonstrate how several fast and frugal
heuristics can be reconstructed by integrating them with a
quantum logic structure, introducing qubits, U-gates, and
quantum information theory more generally. He will
consider several applications including regarding expertise,
game theory, and the hindsight bias. Wang (0.75 hours
hours) will present one of the most surprising and robust
predictions from QPT, the so-called QQ equality, which is a
parameter free constraint on how order effects in question
pairs ought to add up to zero (Wang et al., 2014). Yearsley
(0.25 hours) will discuss the prediction of the Quantum
Zeno effect, that the density of intermediate judgments
slows down opinion change; this prediction relates to one of
the most distinctive properties of QPT, the collapse
postulate, which entails state changes from measurements.
Pothos (0.25 hours) will illustrate this in a simpler
paradigm, leading to a prediction of a novel decision bias.
And finally, Busemeyer (0.5 hours) will outline the future
directions of the quantum cognition research programme.

Acknowledgments
EMP was supported by ONRG grant N62909-19-1-2000.

References

Bruza, P., Wang, Z., & Busemeyer, J. R. (2015). Quantum
cognition: a new theoretical approach to psychology.
Trends in Cognitive Sciences, 19, 383-393.

Busemeyer, J. R., & Bruza, P. D. (2012). Quantum models
of cognition and decision. Cambridge, UK: Cambridge
University Press.

Gilboa, 1. (2000). Theory of decision under uncertainty.
Cambridge University Press: Cambridge, UK.

Haven, E. and Khrennikov, A. (2013). Quantum Social
Science. Cambridge University Press: Cambridge, UK.
Pothos, E. M., & Busemeyer, J. R. (2013). Can quantum
probability provide a new direction for cognitive
modeling? Behavioral & Brain Sciences, 36, 255-274.
Tentori, K., Bonini, N., & Osherson, D. (2004). The
conjunction  fallacy: a  misunderstanding about

conjunction? Cognitive Science, 28, 467-477.

Wang, Z., Solloway, T., Shiffrin, R. M., & Busemeyer, J.
R. (2014). Context effects produced by question orders
reveal quantum nature of human judgments. PNAS, 111,
9431-9436.

Yearsley, J. M. & Pothos, E. M. (2016). Zeno’s paradox in
decision making. Proceedings of the Royal Society B,
283,20160291.



Individual Differences in Spatial Representations and Wayfinding

Navigation is a well-specified computational problem, and solving it is vital for survival. Given
these constraints, we might expect that humans differ minimally in their wayfinding capabilities.
Indeed, a lack of variation is often implicitly assumed when cognitive scientists debate the
existence of cognitive maps or when cognitive neuroscientists search for the neural substrates of
navigation. However, in everyday life, we frequently discuss how some people get lost with
some frequency, or how women ask for directions while men use maps. Indeed, it is increasingly
apparent in the scientific data on navigation (and other cognitive domains) that the study of
normative functioning needs to be integrated with the study of human variation, with its
attendant challenges regarding experimental design and use of psychometrics. The four papers in
this symposium gather together current work in cognitive science and neuroscience that aim to
integrate the study of variation into the more common normative approach.

Mechanisms of Differences in Cognitive Mapping and Navigational Ability:
Explorations Using Virtual Reality Manipulations
Thackery 1. Brown!, Qiliang He!, Timothy P. McNamara?®, Jon Starnes', Sarah Goodroe'
'Georgia Institute of Technology *Vanderbilt University

Daily function depends on an ability to mentally map our environment. Environmental visibility
and complexity can increase this challenge. Importantly, people vary dramatically in their ability
to navigate flexibly and overcome such environmental challenges. In this paper, we will present
experimental work targeting the mechanisms that underlie different navigational abilities, and
how objective and introspective measures of ability interact to influence navigational strategy
use. Using virtual reality, we manipulated environmental visibility and complexity. Participants
then performed wayfinding, pointing, and route following tasks to probe cognitive map memory
and navigational flexibility. Our findings reveal that individual differences in metacognition -
such as perceived sense of direction - and in navigational strategy preference powerfully impact
how environmental features affect spatial memory. We also gathered data on the neurocognitive
foundations of these differences. Importantly, our methods highlight individualized interventions
that can improve spatial learning and specify the mechanisms through which they operate.

A Meta-analysis of Sex Differences in Human Navigation Skills
Alina Nazareth!, Lucy Huang?, Nora S. Newcombe!, Daniel Voyer?
! Temple University *University of New Brunswick

Popular sources often assume the existence of a male advantage in navigation, but the scientific
data are inconsistent. This meta-analysis evaluates the literature on behavioral sex differences in
human navigation. We quantify the overall magnitude of sex differences in a variety of
paradigms and populations and examine potential moderators in large-scale navigation skills,
using 694 effect sizes from 266 studies and a multilevel linear modeling approach. Overall, we
found that male participants outperform female participants, with a small to medium effect size
(d=0.34 to 0.38). The type of task, the type of dependent variable and the testing environment
significantly contribute to variability in effect sizes. Pointing and recall tasks show larger sex
differences than distance estimation tasks or learning to criterion; among the dependent
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variables, the deviation scores associated with pointing tasks show larger effect sizes. The largest
estimate was d = .55 for tasks than required coordinating indoor and outdoor views.
Interestingly, studies with children younger than 13 years showed very small effect sizes (d
=.15) as compared to older age groups. We discuss the implications of these findings for the
study of sex differences and identify avenues for future navigation research.

Measuring Spatial Perspective Taking:
Analysis of Four Measures using Item Response Theory
Maria Brucato!, Andrea Frick?, Alina Nazareth!, Nora S. Newcombe'
! Temple University 2 University of Fribourg

Research on spatial thinking needs reliable and valid measures of individual differences in skills.
Visuospatial Perspective Taking (PT)—the ability to mentally maintain and transform spatial
relationships between objects within an environment—is one kind of spatial skill that is
especially relevant to navigation and building cognitive maps. However, the psychometric
properties of various PT tasks have yet to be examined. The present study examines three main
psychometric properties of PT tasks: 1) the reliability of two tasks developed for children but
adapted in difficulty level for use in adult populations, 2) item difficulty and discriminability
within and between four tasks using item response theory, and 3) relation of scores with general
intelligence, working memory, and mental rotation. Results showed that two of the four PT tasks
have promising psychometric properties for measuring a wide range of PT ability based on item
difficulty, discriminability, and efficiency of a test information function.

Genetics and Experience Modulate Individual Differences in Navigation
Veronique Bohbot
McGill University

Different memory systems, dependent on separate parts of the brain, can sustain successful
navigation. The hippocampus is implicated in spatial memory strategies used when finding one’s
way in the environment, i.e. it is allocentric and involves remembering the relationship between
landmarks. On the other hand, another strategy dependent on the caudate nucleus can also be
used, i.e. the response strategy, which relies on making a series of stimulus-response associations
(e.g. right and left turns from given positions). Participants who use the response strategy are
faster at learning navigation tasks lending themselves to using a single specified route. Young
adult response learners have increased fMRI activity and grey matter in the caudate nucleus, but
decreased fMRI activity and grey matter in the hippocampus. Research in my laboratory has
shown that specific navigation strategies are associated with several genes, such as BDNF and
ApoE, as well as hormones, such as cortisol and progesterone, but not estrogen and progesterone.
Experiences dependent modulators such as age, habit, stress and rewards also modulate strategies
dependent on the hippocampus and caudate nucleus. These results have important translational
implications because a larger hippocampus has been associated with healthy cognition in normal
aging and with a reduced risk of numerous neurological and psychiatric disorders such as
Alzheimer’s disease, Schizophrenia, Post-Traumatic Stress disorder and Depression.
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What makes a good explanation?
Cognitive dimensions of explaining intelligent machines

Roberto Confalonieri, Tarek R. Besold
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(lombrozo@princeton.edu)
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Keywords: Explainability; Artificial Intelligence; Philosophy
of Artificial Intelligence; Psychology; Cognitive Science

Explainability is assumed to be a key factor for the
adoption of Artificial Intelligence systems in a wide range
of contexts (Hoffman, Mueller, & Klein, 2017; Hoffman,
Mueller, Klein, & Litman, 2018; Doran, Schulz, & Besold,
2017; Lipton, 2018; Miller, 2017; Lombrozo, 2016).
The use of AI components in self-driving cars, medical
diagnosis, or insurance and financial services has shown
that when decisions are taken or suggested by automated
systems it is essential for practical, social, and increasingly
legal reasons that an explanation can be provided to
users, developers or regulators.' Moreover, the reasons for
equipping intelligent systems with explanation capabilities
are not limited to user rights and acceptance. Explainability
is also needed for designers and developers to enhance
system robustness and enable diagnostics to prevent bias,
unfairness and discrimination, as well as to increase trust by
all users in why and how decisions are made. Against that
background, increased efforts are directed towards studying
and provisioning explainable intelligent systems, both in
industry and academia, sparked by initiatives like the DARPA
Explainable Artificial Intelligence Program (DARPA, 2016).
In parallel, scientific conferences and workshops dedicated to
explainability are now regularly organised, such as the ‘ACM
Conference on Fairness, Accountability, and Transparency
(ACM FAT)’ (Friedler & Wilson, n.d.) or the “Workshop on
Explainability in AT’ at the 2017 and 2018 editions of the
International Joint Conference on Artificial Intelligence.
However, one important question remains hitherto
unanswered: What are the criteria for a good explanation?

Explainable Artificial Intelligence

While Explainable Artificial Intelligence (XAI) has
recently received significant attention, its origins stem
from several decades ago when AI systems were mainly

'As a case in point, the European Union’s General Data
Protection Regulation (GDPR) stipulates a right to “meaningful
information about the logic involved”— commonly interpreted as
a ‘right to an explanation’— for consumers affected by an automatic
decision (Parliament and Council of the European Union, 2016).

Tillman Weyde
(t.e.weyde@city.ac.uk)
Dept. of Computer Science
City, University of London

Shane Mueller
(shanem@mtu.edu)
Cognitive and Learning Sciences
Michigan Technological University
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developed as knowledge-based or expert systems, such
as in MYCIN (Buchanan & Shortliffe, 1984) and
NEOMYCIN (Hasling, Clancey, & Rennels, 1984). In
these systems, explanations were conceived mainly as
reasoning traces of the system — at first resulting in a very
technical notion of what an explanation is, with only limited
regard to cognitive aspects on the user’s side. Still, in the
context of REX (Wick & Thompson, 1992), there was already
a discussion of how to adapt explanations to different user
groups and the trade-offs involved. While interest in XAI
subsided after the mid-1990s, recent successes in machine
learning technology have brought explainability back into
the focus. This has led to a plethora of new approaches for
both autonomous and humans-in-the-loop systems, aiming
to achieve explainability, as defined by respective system
creators, without sacrificing system performance.

Many systems focus on interpretable  post-hoc
approximations of black-box models (Guidotti et al.,
2018), using symbolic representations such as decision
trees (Craven, 1996; Sarkar et al., 2016) or decision
rules (Ribeiro, Singh, & Guestrin, 2018), feature
importance (Lou, Caruana, & Gehrke, 2012), saliency
maps (Selvaraju et al., 2017), or local regression
models (Ribeiro, Singh, & Guestrin, 2016). On the other
hand, there are efforts to design intelligent systems to be
interpretable by design, e.g., in recommender systems (Zhang
& Chen, 2018), or in a recently started project developing the
concept of perspicuous computing.”

In these heterogeneous origins and developments of XAlI,
a discussion is still to be had on what precisely the roles
of explanations are and, in particular, what makes an
explanation a good explanation. To this end, we will
bring together several experts of different aspects of the
phenomenon “explanation” in this symposium, to analyze the
notion of explanation in the context of artificial intelligence
from different cognition-related perspectives.

What Makes a Good Explanation?

Starting out from the cognition of explanations, this
symposium will foster scientific discourse about what

2https://www.perspicuousfcomputing.science



functions an explanation needs to fulfill and the criteria that
define its quality. Some of the aspects to be addressed are:

e Objective and subjective value of explanations
Dimensions of explanations: complete vs compact,
abstract vs concrete, reduced vs simplified, ...

Anchoring to known concepts

Counter-factual explanations and actionability
Personalisation

Legal requirements

Grounding in personal and social experience and intuition

A panel of recognised scholars and researchers will bring

insights and expertise from different points of view,

including psychology, cognitive science, computer science,
and philosophy, and will foster knowledge exchange and
discussion of the multiple facets of explanation:

o Kathleen Creel will talk about ‘Understanding Machine
Science: XAI and Scientific Explanations’, drawing
on the literature on scientific explanation in philosophy
and cognitive science, and arguing that for scientific
researchers, good explanations require more access to the
functional structure of the intelligent system than is needed
by other human users.

e Tania Lombrozo will talk about °‘Explanatory Virtue
& Vices’, considering the multiple functions and
malfunctions of human explanatory cognition with
implications for XAl In particular, she will suggest that we
need to differentiate between different possible goals for
explainability, and that doing so it highlights why human
explanatory cognition should be a crucial constraint on
design.

o Shane Mueller will talk about ‘Ten fallacies of Explainable
Artificial Intelligence’, reviewing some of the assumptions
made until now about what properties lead to good
explanations, and describing how each constitutes a fallacy
that might backfire if used for developing XAl systems. He
will then describe a framework developed for the DARPA
XAI Program for measuring the impact of explanations
that incorporates cognitive science theory related to mental
models, sensemaking, context, trust, and self-explanation
that can provide a principled approach for developing
explainable systems.

e Patrick Shafto will talk about ‘XAI via Bayesian
Teaching’, raising questions about the use of modern
machine learning algorithms in societally important
processes, and theoretical questions about whether
and how the opaqueness of these algorithms can be
ameliorated, in the framework of Bayesian teaching.

e Roberto Confalonieri and Tillman Weyde will talk about
‘An Ontology-based Approach to Explaining Artificial
Neural Networks’, addressing the challenges of extracting
symbolic representations from neural networks, exploiting
domain knowledge, and measuring understandability of
decision trees with users both objectively and subjectively.
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How Does Current AI Stack Up Against Human Intelligence?
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Introduction

The past decade has seen remarkable progress in artificial
intelligence, with such advances as self-driving cars, IBM
Watson, AlphaGo, Google Translate, face recognition,
speech recognition, virtual assistants, and recommender
systems. Ray Kurzweil and others think that it is only a
matter of decades before Al surpasses human intelligence.
This symposium will evaluate the extent to which Al
currently approximates the full range of human intellectual
abilities, and critically discuss the prospects for closing the
gap between artificial and human intelligence. Participants
will combine the perspectives of computer science,
psychology, and philosophy.

The Comparative Cognition of Humans and

Machines
Ken Forbus and Dedre Gentner

While there has been great progress in both cognitive
science and artificial intelligence, both would benefit from
better communication between them. The comparative study
of cognition in humans and intelligent machines can shed
light on both kinds of systems. In the last decade, the
confluence of massive computational resources, massive
data sets, and several decades of incremental advances has
led to a substantial increase in the ability to build
applications with neural networks. Deep learning systems
have shown impressive performance in image classification
and game learning. However, they still fall far short of
capturing human abilities such as explanation and inference,
and they require orders of magnitude more data than

27

humans do. We argue that a fundamental lack in these
systems 1is their lack of explicit relational representations.
The ability to represent and reason about relational patterns
is central to our human ability to explain and predict, and to
learn rapidly via analogies with prior knowledge.
Fortunately, many of the same factors that have led to gains
in deep learning systems are also acting to increase our
ability to build large-scale systems with relational
representations, which reason and learn in human-like ways.
We discuss examples from recent experiments in which
analogical learning over relational representations leads to
far more humanlike and data-efficient learning than deep
learning.

Al and Cognitive Architecture
John E. Laird

There is more talk than ever about general Al but all the
emphasis appears to be on recognition, classification, or
reactive decision making with very little on cognition. The
emphasis seems to be on only slices of System 1. Within
those slices, we see human-level or even super-human
performance, but these are very thin slices. Each system is
focused on one phenomenon, and given the emphasis on
learning from large data sets; it leads to overfitting, not
necessarily to specific data, but to the specific problem to
the exclusion of developing anything that can work on
another problem, or even interact with another cognitive
capabilities. In contrast, humans are defined by their
flexibility — they can work on many different problems,
switching effortlessly from one task to another. They also
can learn from many sources of knowledge, on line and in
real time, and using a variety of learning techniques.
Moreover, they can learn new tasks from scratch in real-
time from natural language instruction. A growing field



called Interactive Task Learning has developed an Al
system that is embodied in a variety of robotic platforms
and that can learn over 50 games and puzzles as well as
navigation tasks. It integrates natural language processing,
planning, perception, motor control, and learning within a
cognitive architecture. Christian Lebiere, Paul Rosenbloom
and I have proposed the Common Model of Cognition
(CMC) to unify the theoretical underpinnings of many
cognitive architectures, starting with Soar, ACT-R, and
Sigma. CMC has a vastly different structure than current Al
approaches, including procedural and declarative memories,
working memory, multiple learning mechanisms. Although
these components are common in cognitive science, they are
the exception in current Al systems, in large part because of
the emphasis on System 1, and off-line batch learning. Until
Al takes cognitive architecture, as exemplified by the CMC,
seriously, it will not achieve the flexibility, breadth, and
adaptability we associate with human intelligence.

Close the Gap and Cooperate
Thomas Shultz and Ardavan Salehi Nobandegani

We will argue that attempts towards achieving artificial
general intelligence (AGI) should pay more attention to
human intelligence and its neural underpinnings. Having to
interact with humans, AGI will need an adequate grasp of
human judgment and decision-making and moral principles.
Human intelligence not only surpasses current AGI systems,
but, importantly, it does so in a resource-efficient way,
setting a gold standard for future Al systems. Many of the
important Al algorithms originated in psychology, and that
strategy is still worth pursuing. A current shortcoming of
many Al systems is their limited capacity for generalization
— the ability to transfer knowledge from a newly or
previously learned task to other relevant tasks. Al could also
benefit tremendously from cognitive and developmental
psychology to better understand the developmental stages
that human infants go through on their way toward adult-
level intelligence. To illustrate, we’ll focus a bit on the
significance of autonomous learning (aka active learning)
for bridging the current gap with humans. Even infants take
an active role in their own learning by selecting what to
work on, what to abandon, and perhaps which examples
would be most useful. There is a key role here for learning
cessation, the ability to give up on impossible learning
tasks, identifiable by lack of continued progress. This paves
the way for focusing on tasks in which progress and mastery
are more likely. We can suggest ways of implementing
these important human capacities in future Al systems.
Finally, we want to stress the importance of a cooperative
relationship between humans and machines. The notion of
gap between us and them that can be closed or even
surpassed suggests a more competitive relationship than
there perhaps needs to be. The results of mutual cooperation
between humans and machines could be much more
interesting and desirable to achieve.
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How AI Can Understand Causality
Paul Thagard

Causality is important for operating in the world and
explaining how it works. Yoshua Bengio and others have
pointed out that deep learning and other Al systems lack a
human-level understanding of causality. Thagard (2019)
argues that human understanding of causality originates
with sensory-motor-sensory schemas found in infants as
young as 2.5 months. For example, a baby can see a rattle,
hit it with hands, and see the rattle move and make a noise.
Learning robots could potentially form such schemas, but
would have to go beyond current Al systems in several
ways. First, they would need modal retention, the capacity
to save and work with sensory and motor representations.
This capacity is found in the Semantic Pointer Architecture
of Chris Eliasmith (2013), but not in other cognitive
architectures or Al systems. Second, they would need the
capacity to learn dynamic patterns that capture changes in
series of events. Third, they would need to be able to expand
the rudimentary sensory-motor appreciation of causality to

cover advanced elements that included regularities,
probabilities, and manipulations.
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In Vivo Studies of Solo and Team Performance

Ray Perez (Co-Organizer)
Office of Naval Research (ray.perez@navy.mil)

Jerad H. Moxley
Weill Cornell Medicine (jhm2006@med.cornell.edu)

Wayne D. Gray (Co-Organizer)

Rensselaer Polytechnic Institute (grayw@rpi.edu)

David Mendoncga
Rensselaer Polytechnic Institute (mendod@rpi.edu)

Jamie C. Gorman
Georgia Institute of Technology (jamie.gorman@psych.gatech.edu)

We bring together four researchers who study exper-
tise in team or in solo (i.e., individual) performance. Team
research tends to either collect a lot of questionnaire data
after performance or a little data, in real-time, by human
observers. Studies of solo performers are often restricted
to convenience samples of task novices, who often spend
less than an hour learning and performing the task. In
contrast, the research of all four of our panelists is no-
table for using tasks which require days-to-years of prac-
tice and for the quantities of data collected. Discussions
will emphasize the contributions these approaches are
making to theoretical cognitive science.

Jamie C. Gorman — Theory of Interactive Team Cog-
nition

By recreating environments for Drone pilots or Sub-
mariners, Jamie Gorman and colleagues collect com-
munications and responses among team members in
real-time longitudinal studies. These data allowed re-
searchers to apply the power of nonlinear dynamical sys-
tems theory to further develop the theory of Interactive
Team Cognition (ITC, Cooke, Gorman, Myers, & Duran,
2013). The approach has been extended to teams com-
posed of humans and machines.

ITC proposes that team cognition: (1) is an activity, not
a property or product; (2) must be measured and studied
at the team level; and (3) is inextricably tied to context.

ITC Prop 1 maintains that team cognition is dynamic
and context dependent. ITC Prop 2 leads to a systems
perspective in which models and metrics are focused
at the team level, with individual cognition and behavior
viewed as emergent team dynamics. Team member be-
havior and cognition are dynamically reorganized (or re-
arranged) in real time (ITC Prop 1) to maintain functional-
ity as the team adapts to changing task environments to
achieve its goal. Hence, teams with high cognitive skill
achieve their goal even if environmental context varies
and roadblocks to team effectiveness are encountered
(ITC Prop 3).

Unlike individual cognition, there are no standard tests
to measure the general cognitive skill or ability of a team.
One theoretical and methodological development has
been to determine a generalizable way to identify and
measure team cognitive skill through a team’s “general
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adaptive response”.

Our research on team cognition has shown that teams
that achieve their goals have (a) a faster general adap-
tive response, (b) adapt their responses to the variability
in obstacles they encounter, and (c) generate responses
appropriate to the particular roadblocks they encounter.
For examples, | will draw on research with medical teams,
submarine crews, UAV teams, as well as in vitro, labora-
tory, team coordination tasks. This variety of teams illus-
trates the concept of the general adaptive response as an
ITC-based measure of team cognitive skill. These teams
also illustrate the real-time dynamical system modeling
techniques that we use to track team cognition in dynamic
environments.

David Mendonca — Adaptation in Adversarial Games

David Mendonga’s prior research has focused on in-
tensive studies of teams in high-stakes, time-constrained
environments. His most recent work is an extremely ret-
rospective analysis of “An historical perspective on com-
munity resilience: The case of the 1755 Lisbon Earth-
quake” (Mendonga, Amorim, & Kagohara, 2018).

In addition to being the most played game in the world
(with approximately 10M active users), League of Leg-
ends (LoL) is an adversarial game (similar to "capture the
flag") in which teams must adapt to (and even precipitate)
unplanned-for contingencies. Elite players (such as those
we study), have played thousands of such matches, with
the average match consisting of two teams, each of 5
players, battling for 30 min.

Our work explores the relationship between (i) pre-
match composition of a team, (ii) decision processes
within the match, and (iii) match outcomes in LoL. Re-
spective methodological challenges include (i) character-
izing team capabilities, (ii) quantifying adaptation, and (ii)
validating measures of performance.

In contrast to traditional work on teams, we utilize
no psychometric instruments, instead deriving measures
that are validated against salient theoretical constructs
and instantiated with gameplay data. And while these
data are freely available, their allure is offset by some
hard realities: researchers have no influence over either
the data stream or the game architecture, and the formu-
las used to benchmark individual and team expertise are
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held as trade secrets. Matches are scheduled by the de-
velopers on a rolling basis and—unlike in "regular” sports—
are designed so that opponents are closely matched.

After briefly summarizing results to date, we explore
within-match performance of teams whose members
have weaker or stronger histories of working together, fo-
cusing specifically on behavioral responses to the tempo-
rary loss of one or more team members. We present data
on how the experience of “playing shorthanded” trans-
lates (or fails to translate) into longer-term behavioral
adaptations.

The talk concludes with issues and implications for the
design and/or modification of open-source, team-based
games and the data associated with them. iz£

Jerad Moxley — Chess: The Once & Future Paradigm

The distinction of having studied more types of game-
play by solos or teams, than any other researcher on this
panel may go to Jerad Moxley. His studies have spanned
crossword puzzles, chess, basketball, elderly game play-
ers, videogames, as well as gender differences among
SCRABBLE players.

For researchers interested in skilled performance, an
important feature of chess is the reliability of the chess
rating system and the fact that one experimental task
(the choose the best move task), can measure skill and
age effects about as well as tournament play, thereby
making Chess ideal for studying domain-specific perfor-
mance. Complimentary, another common task, the recall
task, diverges from tournaments in ways that make it use-
ful for studying a mixture of domain specific and domain-
general abilities.

Applying the best move task and the recall task across
the lifespan of chess players has increased our under-
standing of how domain-specific processes and domain-
general abilities develop. Research on older adults and
children now converges to show strong aging effects of
chess tasks that tap into both specific and general abil-
ities. In contrast, the best move tasks captures rela-
tively small aging effects consistent with tournament per-
formance.

As noted, performance on the best move task shows
developmental trends in both youth and older adults
that mirror tournament performance. Importantly, how-
ever, process tracing shows clear differences between
the growth of skill in youth and the decline of skill with ag-
ing. Although skill development is broadly consistent with
what we expect based on tournament performance, the
age-related decline of prior skill levels shows process dif-
ferences that dissociate from skill. In particularly, the age-
related declines are not uniform. On easy problems, bet-
ter players immediately gain an advantage over weaker
players.

In contrast, on difficult problems, process tracing has
shown that better players initially resemble weaker play-
ers but as problem solving continues, better players mas-

time does not improve the performance of the weaker
players. Methodologically, these conclusions follow from
the combination of verbal protocol analysis and the tradi-
tional behavioral measures.

We view chess not as a standalone domain, divorced
from the rest of human cognition but, rather, as a viable
paradigm for studying the big questions in cognitive sci-
ence. Indeed, the tasks and domains discussed here can
easily be used by researchers who have no interest in
chess itself to answer their questions of interest.

Wayne D. Gray — Plateaus, Dips, & Leaps to Expertise

After several years of working in applied labs, Wayne
Gray became concerned that basic researchers were not
working on the types of theory he needed to do his job.
That concern led him to shift to academe where he has
since attempted to pursue theories and research applica-
ble to problems of interactive behavior.

Learning a new task can be hard but, apparently, learn-
ing and using a new procedure for an old task can be even
harder. That is the message from work on stable subop-
timal performance from the early 2000s. Wai-tat Fu and
| demonstrated time and again that people who knew the
optimal procedures would fail to apply them, falling back
on older ways of doing things.

Although that battle is still being fought (e.g., Lafre-
niere, Gutwin, & Cockburn, 2017), the focus in my lab has
shifted. After a few years of looking at learning curves
for individuals, we realized that none of our curves were
close to being picture-perfect power law curves. All of our
curves showed plateaus, dips, and leaps. Indeed, what
we had thought of as noise was, in fact, the message;
namely, that learning a real-time, complex, dynamic task
entails a series of explorations and discoveries, trials and
errors, in search of methods or strategies that will move
performance forward.

We now refer to complete mastery of a task as asymp-
totic performance and to stable suboptimal behavior as
performance plateaus. However, the most interesting
parts of the curve are those periods in which performance
dips and, sometimes, leaps. The talk will provide several
examples of the use of dips and leaps to identify periods
of method discovery or invention.

Ray Perez — Basic Research for Complex Problems

For the last 3 decades, Ray Perez has been pursuing
applied problems by finding or encouraging others to find
theory-based solutions. Most recently, Ray has been the
Program Officer of the Office of Naval Research’s Cogni-
tive Science of Learning program.

Ray Perez is co-organizer of this symposium as well
as its moderator and discussant. In each of these three
roles, Ray is focused on how complex tasks, sometime
performed by a single person and other times performed

sively improve their move selection. In contrast, more 3, by teams, are learned and executed.
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Cognition is complex. This complexity is related to
multiple, distributed neurocognitive processes dynamically
operating across parallel scales, resulting in cognitive
processing. A major challenge in studying this complexity,
relates to the abstractness of theoretical cognitive constructs,
such as language, memory, or thinking in general. Such
abstractness is operationalized, indirectly, via behavioral,
measures or in neural activity. In the past two decades, an
increasing number of studies have been applying network
science methodologies across diverse scientific fields to
study complex systems.

Network science is based on mathematical graph theory,
providing quantitative methods to investigate complex
systems as networks (Baronchelli, Ferrer-i-Cancho, Pastor-
Satorras, Chater, & Christiansen, 2013; Siew, WHulff,
Beckage, & Kenett, 2018). A network is comprised from
nodes, that represent the basic unit of the system (e.g.,
concepts in semantic memory) and links, or edges, that
signify the relations between them (e.g. semantic similarity).
While the application of network science methodologies has
become an extremely popular approach to study brain
structure and function, it has been used to study cognitive
phenomena to a much lesser extent. This, despite classic
cognitive theory in language and memory being highly
related to a network perspective (Collins & Loftus, 1975;
Siew et al., 2018). Already, network science in cognitive
science has enabled the direct examination of the theory that
high creative individuals have a more flexible semantic
memory structure, identified mechanisms of language
development through preferential attachment, shed novel
light on statistical learning, shown how specific semantic
memory network parameters influence memory retrieval,
and provided new insight on the structure of semantic
network of second language in bilinguals (Siew et al.,
2018).
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The aim of the current symposia is to demonstrate the
potential and strength of applying network science
methodologies to study cognition. This will be achieved by
bringing together leading researchers that apply such
methods to study various aspects of cognition, including
language, learning, aging, and creativity. The presentations
will describe state-of-the-art progress and perspectives that
are achieved in applying these methods to study cognition.
Importantly, these talks aim at stimulating discussion of the
fruitfulness of such an approach and how such an approach
can powerfully and quantitatively study the complexity of
cognitive phenomena. Finally, this symposium aims to
demonstrate how network science in cognitive science can
be used to quantitatively bridge across different levels of
analysis, spanning the computational, behavioral, neural,
and social.

Yoed Kenett: Introducing cognitive network
science

In recent years, network science has become a popular tool
in the study of structure and dynamics at the neural level of
the brain. Despite its rich potential, this has been the case to
a lesser extent to the study of cognitive phenomena. This,
despite classic cognitive theory in domains such as memory
and language being heavily based on a network perspective
(Collins & Loftus, 1975; Siew et al., 2018). In this talk, I
will argue for the potential of applying the quantitative
language of networks to study cognition. I will first describe
methodological approaches to estimate cognitive networks
and relevant network science measures. I will then briefly
describe how cognitive network research can be applied to
study the structure, processes, and dynamics of cognitive
domains. These examples will focus on semantic memory
and relate to aspects of creativity, spreading activation, and
semantic memory restructuring. Finally, I will argue that
cognitive network science can be used to quantitatively
bridge across multiple domains of analysis, spanning the
neural, cognitive, and social.



Nichol Castro: Capturing the aging lexicon
using network science techniques

Word findings problems increase with age, even in the
absence of disease or impairment. Although some accounts
attribute word finding problems to changes in domain
general cognitive processes, the prominent explanation is a
deficit in accessing phonology due to weakened connections
between lexical items and their phonological constituents
between lexical items and their phonological constituents
(Burke, MacKay, Worthley, & Wade, 1991). In other words,
there is a change in the structure of the mental lexicon that
occurs with age. However, quantifying structural change in
the mental lexicon has remained understudied. This talk will
show how the tools of network science can be used to
identify key structural changes in phonological and
semantic networks occurring across adulthood (e.g.,
Dubossarsky, De Deyne, & Hills, 2017). A discussion of
how structural change could impact language processing
will ensue, followed by a brief foray into the implications of
aging lexicon networks in clinical populations. In particular,
it’s important that we consider how aging impacts the
lexicon of not just “healthy” adults, but also those who have
suffered brain insult (e.g., in the case of stroke-induced
aphasia).

Elisabeth Karuza: Probing the level at which
learners track co-occurrence patterns

Humans are highly attuned to the clustering of elements in
their surroundings. For example, when learners are
confronted with novel sequential input, their element-by-
element processing times have been shown to reflect the
community structure (i.e., multi-element patterns of co-
occurrence) underpinning those sequences. In this talk, I
will detail recent developments in a framework for
examining learners’ sensitivity to the network structure of
their environment. Prior applications of this framework have
generally involved assigning a handful of unnatural stimuli
(e.g., fractal images) to nodes in a small network and
generating sequences by walking along its edges (Karuza,
Kahn, Thompson-Schill, & Bassett, 2017; Schapiro, Rogers,
Cordova, Turk-Browne, & Botvinick, 2013). Here, I will
describe the expansion of this approach to encompass the
study of larger temporal networks comprised of more
naturalistic  stimuli (e.g., manipulable objects and
phonotactically legal pseudowords). Finally, I will examine
how the collection of off-line measures might serve to
clarify the previously observed relationship between on-line
processing times and network architecture.

Michael Vitevitch: Connecting the MIND and
the BRAIN with multiplex networks

Poeppel and Embick (2017) describe two problems
researchers face when trying to bring together the mind and
the brain: (1) granularity mismatch problem, and (2)
ontological incommensurability problem. In the granularity
mismatch problem, the elemental concepts and operations of
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Cognitive Science doesn’t match the elemental concepts and
operations of Neuroscience. In the ontological
incommensurability problem, the fundamental elements of
Cognitive Science cannot be reduced to or matched up with
the fundamental biological units of neuroscience. Poeppel
and Embick (2017) suggest that computational models may
overcome these problems and provide the desired bridge
between mind and brain. As an alternative to bridging the
mind and brain, I discuss the possibility (and potential
problems) of using multiplex networks to bridge mind to
brain, and to bridge the individual mind-brain to the mind-
brains of others.
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Introduction

Jeffrey Locke Elman (1948-2018) devoted his career to
studying human language. He investigated how people use
language flexibly and productively, and how these abilities
are learned from linguistic and other input. Jeff was a
faculty member at the University of California, San Diego
from 1977 until he passed away in 2018. His early research
focused on phonetics and phonology. This work began his
theoretical journey that resulted in the ideas for which he is
best known: seemingly discrete combinatorial units of
language, such as phonemes, may best be understood as
emergent  properties of  underlying  continuous
multidimensional representations, such as phonetic input.

In the early 1980's, Jeff was a key part of transformative
developments at UCSD in connectionist modeling, working
with Jay McClelland, Dave Rumelhart, Geoff Hinton, and
Liz Bates. With McClelland, he developed the TRACE
model of speech perception. In TRACE, speech perception
is seen as a constraint satisfaction process in which prior
and subsequent context combine with incoming sensory
evidence to determine how humans perceive speech.

Jeff then turned his attention to a central but often
neglected aspect of cognition: time. Jeff's work on Simple
Recurrent Networks, beginning with his classic 1990 article
Finding Structure in Time, proposed that time-evolving
continuous hidden-state representations are fundamental to
language processing, and enable prediction-based learning
of language. This work remains among the most influential
in the history of Cognitive Science. Jeff's subsequent work
explored the initial conditions under which a simple
recurrent network would recover grammatical structure. He
then led a collaborative project to rethink the nature of what
must be built in as a foundation for language, and more
generally for cognition (Elman et al., 1996). In later work,
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he focused on the relationship between language and event
knowledge. He argued that words do not have meanings, but
instead provide clues that a listener uses to understand
language. He also focused on event knowledge as a basis for
prediction during language comprehension (Elman, 2009;
Metusalem et al., 2012). Jeff's final major contribution was
a model of how event knowledge is learned. He argued that
knowledge of the components and temporal structure of
events emerges as a consequence of prediction-based
learning (Elman & McRae, 2019).

Jeff also played a major role in advancing Cognitive
Science as a field. At UCSD, he and colleagues co-founded
the interdisciplinary Center for Research in Language in
1985. In 1986, Jeff was a major part of the first Cognitive
Science department, which he chaired from 1995 to 1998.
Jeff also served as Dean of Social Sciences, and a founder
of both the Kavli Institute for Mind and Brain and the
Halicioglu Data Sciences Institute. Finally, Jeff provided
guidance for the field by serving as President of the
Cognitive Science Society, and a highly respected Chair of
the NIH Language and Communication study section.

This symposium honors Jeff’s memory. The introduction
and discussion will be led by the organizers (McClelland &
McRae). In between, four speakers whose work reflects the
legacy of Jeff’s contributions will present research from the
perspectives of cognitive neuroscience, cognition and
perception, language development, computational modeling,
and deep learning in simulated embodied agents.

Talks

Gina R. Kuperberg

Language prediction over time and space: Evidence
from multimodal neuroimaging studies

In his seminal paper, Finding structure in Time, Elman
argued that predictions are based not just on input from the
world, but on the ever-changing state of the cognitive
system. He emphasized the idea that these predictions are



non-deterministic, implicit, and inevitable. He also pointed
out that prediction error not only provides feedback to the
system (to learn and maximize its performance), but that it
also provides valuable clues for the scientist: it can tell us
about the structure of the input and the nature of cognition.
These ideas have far-reaching implications for thinking
about what neural measures can tell us about the
architecture of language comprehension. I will discuss
evidence from multimodal neuroimaging studies (ERP,
fMRI and MEG) that, during comprehension,
spatiotemporally distinct neural signatures reflect neural
prediction error and updating at multiple time scales. I will
argue that they point to a language comprehension system in
which probabilistic predictions are generated and
incrementally updated over time, at multiple levels and
grains of representation, with the ultimate goal of inferring
the latent cause that best explains the full set of inputs
encountered — the message that the communicator intended
to convey. Consistent with Elman’s ideas, I also will argue
that the neural responses evoked by prediction violations
play a crucial role in triggering us to rapidly adapt to the
statistical structure of our ever-changing communicative
environments so that we can predict more efficiently in the
future.

Arielle Borovsky

Prediction in a changing world

This talk connects with several of Elman’s contributions,
including his perspective on prediction, learning over time,
and event knowledge in language learning and processing.
Numerous language processing models emphasize the
importance of listeners’ ability to predict upcoming
information for efficient language comprehension and
learning. Much of the evidence for these models is derived
from studies of comprehension in well-known or familiar
(i.e. predictable) contexts. However, speakers are pressed to
prioritize novel information, suggesting that everyday
conversation does not typically rehash redundant events. In
developmental and learning contexts, this problem may be
compounded by the fact that listeners may still be learning
about the language and the world. Therefore, they may not
have sufficient knowledge to generate predictions. In all of
these circumstances, prediction might be counter-productive
for comprehension. I will discuss recent studies of how
adults and children engage in prediction while learning
about new events. The findings illustrate that while adult
listeners can rapidly modify their predictions in the face of
change, children develop this flexibility gradually over a
protracted period. By incorporating developmental insights
and learning paradigms into studies of linguistic prediction,
we can develop richer models of how predictive
mechanisms support everyday communication and learning.

James S. Magnuson
Elman's agenda for the cognitive science of
language processing
I will review the remarkable breadth and depth of one of
Elman’s major contributions: the TRACE model of speech
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perception and spoken word recognition (McClelland &
Elman, 1986). I then will apply one of his other major
contributions — the simple recurrent network (SRN; Elman,
1990) — to the same domain. Remarkably, SRNs have not
been applied deeply to problems in spoken word
recognition. Even more remarkably, despite seemingly large
differences in architecture, TRACE and SRNs make
extremely similar predictions, including item-specific
predictions for large sets of items. I will conclude by
considering how deeply Elman’s ideas and work have
shaped the cognitive science of language processing.

Felix Hill
Embodied neural network agents that learn
language in a simulated world

I will describe a neural network 'agent' that is situated in a
fully-navigable simulated 3D world as a model of early
child word learning. The agent perceives its world via first-
person continuous raw visual input and must learn to
respond, with appropriate sequences of fine-grained motor
actions, to symbolic language-like stimuli that describe
simple goals. Recurrent components inspired by Jeff
Elman's work play an important part in this architecture both
for processing language word-by-word and for making
sense of experience timestep-by-timestep. I explain how,
under certain training conditions, the agent learns to reflect
some known aspects of human word learning, including the
emergence of semantic classes, vocabulary spurts,
curriculum effects and word-learning biases. 1 further
demonstrate how word learning can be sped up by
incorporating an offline experience replay mechanism.
Finally, I discuss the strengths and weaknesses of modelling
early word learning with deep reinforcement learning agents
in this way.
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Introduction

Research in cognitive control investigates how cognition and
behavior get tailored to suit behavioral goals in particular task
contexts. The work often focuses on mechanisms that
adjudicate competition amongst simultaneously active but
mutually incompatible representations. The objects of
control—the competing representations—are often cast as
fixed entities: control influences interactions among these but
does not shape the representations themselves. Conversely,
research into the origins of mental representations
(perceptual, linguistic, semantic, etc.) often neglects
questions central to theories of control: whether and how the
acquired representations support flexible task-dependent
behaviors, the degree to which Ilearning produces
representations that compete or cooperate within and across
tasks, or the extent to which learned representations require
task-dependent potentiation to operate effectively.

Recent work within each tradition suggests, however, that
control, learning, and representation are tightly
interconnected. First, the degree to which control is required
for any given task and stimulus domain depends critically on
the nature, structure, strength, and compatibility of the
underlying representations, which in turn arise from learning
and experience. Second, when the same items are engaged in
a variety of different tasks, it may be useful to exploit a
common representation across tasks, or to learn different
representations for each, or to find some middle ground—
thus learning must produce a flexible set of representations
suited to control demands and capturing shared structure
within and across task contexts. Third, since control shapes
the flow of activation within sensory, motor, and associative
systems, it must also constrain activation-dependent learning
within and between these systems—that is, the
representations acquired must depend to some degree upon
control.

This symposium brings together four perspectives on the
mutual constraints existing among systems of control,
learning, and representation. In each case, consideration of
these mutual influences leads to new and often surprising
resolutions to long-standing questions across seemingly
disparate domains of cognitive neuroscience.
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The rational boundedness of cognitive control:

Shared versus separated representations
Sebastian Musslick, Abigail Hoskin Novick &
Jonathan D. Cohen, Princeton University

A fundamental and striking limitation of human cognition is
the constraint on the number of control-dependent processes
that can be executed simultaneously, which forms one of the
most basic and influential tenets of cognitive psychology:
controlled processing relies on a central, limited capacity
processing mechanism that imposes seriality on control-
dependent processes. We present a challenge to this view that
distinguishes control-dependent and automatic processing by
their reliance on shared vs. separated representations.
Specifically, we propose that: task performance relies on sets
of representations that may be shared with others; the
inability to perform more than one task at a time may reflect
conflict that arises when the tasks involved make use of the
same set of representations for different purposes; and the
purpose of control is to prevent such conflict by restricting
use of such shared sets of representations to just one task at
atime. That is, constraints associated with control-dependent
processing reflect a rational response to sharing of
representations, rather than limitations in the control
mechanism itself. We use graph-theoretic methods to
formalize this theory, and analyze the multitasking capability
of two-layer neural networks when representations are
shared/not shared across tasks. The multitasking capability of
a network drops precipitously with an increase in shared
representations, and is virtually invariant to network size.

Why then should a network use shared representations at all?
In computational simulations and behavioral experiments we
demonstrate a tradeoff between learning efficiency,
promoted by shared representations, and multitasking, best
achieved via separated representations. The commonly-
observed trajectory from controlled to automatic processing
may therefore reflect an optimization of this tradeoff: shared
representations initially afford a bias toward efficient
learning in novel task environments at the expense of seriality
and control-dependence; but experience in environments
where multitasking affords sufficient advantage ultimately
promotes acquisition of separated, task-dedicated
representations.



Canonical representations for generalization in
relational reasoning

Taylor Webb, Steven Frankland, Alexander Petrov!,
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The preceding talk suggests that capacity limits on control-
dependent tasks fundamentally arise from the use of shared
representations across tasks. Why then should cognitive
systems employ shared representations? The answer may lie
in the remarkable human capacity to generalize far beyond
the scope of experience. By contrast, state-of-the-art neural
network algorithms tend to do well at interpolating between
data points in their training corpora, but generally fail to
extrapolate beyond the scope of those data points.

We propose that one way to enable human-like generalization
in neural networks is by giving them access to a basis set of
canonical, general-purpose representations that capture the
abstract relations inherent in common structural motifs (e.g.
lines, rings, or trees). We present a method for transforming
domain-specific representations into a canonical form, and
show that these transformed representations enable robust
extrapolation to data points far from the training domain —
that is, out of domain generalization. Such broad
generalization requires, however, that processes within and
across task and item domains share use of the canonical
representations, thus making them dependent on control.
Understanding the conditions under which canonical
representations arise thus provides insight into both the
human capacity for generalization and the relationship of this
ability to cognitive control.

Toward a neural architecture for controlled
semantic cognition

Rebecca J. Jackson, Timothy T. Rogers & Matthew A

Lambon Ralph, Cambridge University
We consider how opposing demands of task-specific control
versus broad generalization might constrain the architecture
of the networks that support semantic cognition—the
remarkable human ability to flexibly deploy conceptual
knowledge across a variety of behavioral contexts. The
semantic  system  must  acquire  context-invariant
representations that express conceptual structure by
abstracting over episodes, time, and modality (sensory,
motor, linguistic, and affective), while also dynamically
tailoring representations to produce context-appropriate
similarity structures and behaviors. How should a semantic
system be structured to promote both functions?

We report simulations with models varying in five
architectural features, representing different hypotheses
about the influence of control on semantic processing and the
structure of the semantic network itself. We compared model
variants in their acquisition of both context-invariant
conceptual structure and context-dependent tailoring of
representations and outputs. The system's functioning was
best served by an architecture employing a single, deep
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multimodal hub containing sparse long-range connections
from modality-specific inputs, and with control systems
operating on peripheral modality-specific representations
without affecting the hub. This architecture creates regions of
relative specialization for control and representation,
explaining distinct patterns of semantic dysfunction arising
from temporal versus fronto-parietal pathology. The
simulations thus suggest that the cortical anatomy of
semantic cognition can be understood as balancing demands
of representation and control.

Learning, control, and modularity in lexical

semantics.
Lang Chen, Stanford University
Timothy T. Rogers, University of Wisconsin-Madison

A central goal for cognitive approaches to language has been
to understand whether various sub-processes operate
independently or are mutually interdependent. In accordance
with the preceding talks, we suggest the tension between
views can be resolved by considering how cognitive control
and task-specific experience jointly impact learning in lexical
semantic systems, taking visual word recognition as a well-
studied example of the controversy. On one hand, patients
with acquired semantic impairments typically show difficulty
recognizing low-frequency words with unusual orthography,
suggesting an interdependence between lexical and semantic
representations. On the other, a handful of cases show serious
semantic impairment with normal word recognition,
suggesting that recognition and semantic processes are
independent. Similar patterns in other aspects of language
have produced fundamentally different perspectives: one in
which all varieties of linguistic representation mutually
constrain one another, and another in which different
representations are modular and independent.

We show that lexical and semantic representations in a
recurrent neural network can become modular when (1)
words appear in task-contexts requiring independent
activation of each representation and (2) a context-dependent
control signal strongly constrains activation in the network.
This model suggests that individuals with strong executive
control and unusually frequent experience with orthography
may develop relatively independent lexical and semantic
representations. We tested this hypothesis using dual-task
studies to assess semantic interference on word recognition.
Most participants showed degraded recognition with
concurrent semantic processing but a small percentage
showed no such effect. These exceptions uniformly showed
exceptional orthographic knowledge and no interference in a
Stroop task—suggesting that strong control and practiced
orthography jointly promote independent lexical and
semantic processing. The results offer a middle ground
between fully modular and fully interactive perspectives, and
suggest that control and learning play critical roles in shaping
the degree to which various linguistic representations
interact.
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Introduction

Natural number concepts play a fundamental role in
abstract human thought, being central to mathematics,
science and measurement, as well as pervasive in our
everyday reasoning. A major turning point in our
understanding of the psychological bases of number came
with the discovery of an approximate, analog system for
representing numerical magnitude found to underlie our
numerical intuitions in tasks ranging from relative
numerosity judgments, to addition, subtraction, and
ordering, among others. Crucially, such analog magnitude
representations are involved not just for number, but for all
other kinds of dimensions as well, from physical size,
loudness, brightness, and duration (e.g. Fias et al. 2003;
Cordes & Brannon, 2008), to more evaluative dimensions
like likelihood (Wellman, Kushnir, Xu & Brink, 2016).
Based on extensive studies on human adults, children,
pre-verbal infants and non-human species, we now
understand the systems underlying the mental
representation of scalar dimensions to be Dbest
characterized as approximate, analog representations with
signature ratio limits (obeying Weber’s Law), operational
in humans from birth and throughout the lifespan, and
shared with a wide range of other animal species.

The primary goal of this symposium is to bring recent
developments from infant and comparative psychological
research pertaining to our understanding of analog
magnitude systems to a broader audience of cognitive
scientists, to discuss their implications for human
cognition. With a more complete picture of the kinds of
inferential capacities afforded by analog magnitude and
other systems in non-human animals and preverbal infants,
we are in a better position to understand the interplay
between language and non-linguistic systems in the human
mind.

Recent developments

A wealth of research in developmental and comparative
cognition in recent years has revealed previously
unexpected inferential capacities in infants and non-human
animals that are evidently supported by analog magnitude
representations.

Cross-dimensional mapping in infancy

It is well-known that adults and children readily map
analog magnitude representations to one another (e.g.
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Stevens & Marks, 1965), but it is a more recent discovery
that this tendency in fact begins in infancy. For example,
given evidence for a correspondence between numerosity
and line length in a visual habituation task, human
newborns expect shorter lines to correspond to smaller
numerosities, and longer lines to correspond to larger
numbers (de Hevia & Spelke, 2010). That newborn infants
spontaneously map between number and space, as well as
duration (de Hevia et al., 2014), suggests that at least some
kinds of scalar mappings may precede experience.
Importantly, older infants have been shown to learn more
arbitrary mappings in a context-specific manner as well
(Lourenco & Longo, 2010), raising the possibility that
tracking correspondences between environmentally
co-occurring variables may be one way in which infants
learn about their physical (and social) worlds in infancy,
before access to language.

Transitive inference in animals

Yet another reasoning strategy implicated to be subserved
by the analog magnitude systems is transitive inference
(TI), the ability to infer from 4 >B and B >C that 4 >C.
Extensive and well-controlled studies of non-human
animals in recent decades have revealed a pervasive
capacity for transitive inference in species ranging from
fellow primates and mammals, to birds, amphibians, and
fish. The capacity to represent ordinal relationships is a
prerequisite for transitive inference, and as such, TI can be
considered a kind of order-based reasoning. Cantlon and
Brannon (2006) find behavioural evidence for shared
systems for ordering numerical magnitudes in humans and
monkeys, and moreover that both groups exhibit semantic
congruity effects, signalling a common mental comparison
process (Cantlon & Brannon, 2005). The preponderance of
evidence for successful non-symbolic TI and
order-sensitivity in the animal literature has important
implications for human reasoning that are yet to be fully
explored by the cognitive scientific community. Such
evidence should be of particular interest to those
investigating the conceptual foundations of symbolic
thought, given the implication that the binary more than
relation (‘<’) in language and mathematics may have its
basis in analog magnitude systems.

Scalar phenomena in language

In linguistics, conceptual and pragmatic scales are invoked
in explanations of linguistic phenomena ranging from
gradable adjectives (‘tall’, ‘fast’, ‘large’, ‘ambitious’) and
comparative and superlative constructions (‘Ben is taller
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than Dan’; ‘Ben is the tallest’), to scalar implicature (Horn
1972; Hirschberg 1985), to name a few. That classic
behavioral signatures of analog magnitude systems --- the
symbolic distance effect (e.g. Moyer & Landauer, 1967)
and semantic congruity effects (e.g. Banks, Clark & Lucy,
1975) --- arise in tasks involving gradable adjectives,
provides some support for links between these linguistic
labels and underlying analog format representations. But
most well-studied in this regard are the bidirectional
linkages between natural numbers (<‘one’, ‘two’, ‘three’,
...>), and corresponding analog magnitude representations
in the numerate human mind (Odic, Le Corre & Halberda,
2015). Given that both the number scale as well as scales
comprised of gradable adjectives give rise to scalar
implicatures, it is worthwhile to consider whether similar
mechanisms to those supporting dimensional inference in
infants and animals, may also be involved in scale-based
reasoning in humans. As it happens, there is recent
evidence for the use of parallel strategies for scalar
inference by children and adults in non-linguistic tasks
(Kampa & Papafragou, 2019; Gweon & Asaba, 2018)
lending credence to this possibility.

The pervasiveness of scalar phenomena cross-
linguistically, in light of the developments highlighted
above, raises the following questions: First, taking for
granted that conceptual scales are indeed psychologically
‘real’, how should they be characterized in psychological
terms? What is the precise nature of the relationship
between conceptual and/or pragmatic scales, and
associated analog magnitude representations? Finally, are
there deeper connections between the inferential capacities
afforded by analog magnitude systems in preverbal infants
and nonverbal animals, and the widely-studied phenomena
of  scalar and  quantity-based  inference in
linguistically-savvy humans? More specifically, might
there be shared neural and cognitive mechanisms for the
computation of dimensional inferences in the linguistic,
cognitive, and perceptual domains?

Linguists in the 1980's and 90's theorized the existence of
'scalar models' that map between two or more correlated
dimensions to support implicit inferences arising with
scalar language (e.g. Fauconnier, 1975; Kay, 1990; Israel
1996). Although such cognitive accounts subsequently fell
out of favor within mainstream linguistic theory, the
empirical clarity provided by psycholinguistic findings in
recent years has convinced some that a better
understanding of the conceptual structures that language
links up to “under the hood” may be essential to account
for the distribution of wvarious classes of linguistic
inference (Paul, 2018). The superficial similarity of the
early theoretical models of scalar linguistic reasoning to
the recent empirical results from the infant literature (i.e.,
bidirectional mappings between statistically correlated
properties), suggests the former may be ripe for revisiting.
The different disciplines studying phenomena involving
the representation of dimensional attributes stand to gain
from sharing insights across disciplinary boundaries,
something we hope to foster with this symposium.
Moreover, this symposium has the potential to inspire
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renewed efforts towards a more psychologically informed
model of scalar reasoning in language, and possibly even a
unified model of dimensional reasoning in human and
animal cognition.

Speakers:

Stella Lourenco will represent the perspective from infant
cognition, specifically her research on cross-dimensional
mappings in infancy, as well as some brand new cognitive
neuroscientific results from her lab supporting a generalized
system of magnitude representation.

Jessica Cantlon will discuss the comparative cognitive
perspective, including findings of parallel behavioral
patterns in human adults and monkeys in numerical
ordering and other tasks, and what this reveals about our
shared mental processes for magnitude comparison.

Anna Papafragou will focus on the development of scalar
implicature, and present new work showing that adults and
children’s behavioral patterns in non-linguistic and
linguistic versions of a task eliciting scalar implicature are
guided by a common principle.

Pooja Paul will employ her background in linguistics and
developmental psychology to disentangle the contributions
of extra-linguistic domains from that of language in scalar
reasoning. Her presentation will synthesize the different
strands of research presented during the symposium, and
paint a picture of what a unified theory of dimensional
reasoning might look like.
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powerful formal justifications and excellent descriptive

Keywords: rationality, bounded rationality, fallacies, . . . ;
y y A coverage. Equally, it has been increasingly appreciated that

heuristics, resource-rational, probabilistic programming

language, classical and quantum probability theory a baseline CPT framework is unlikely to provide either a
complete descriptive framework for cognition or indeed an
Fallacies? appropriate normative framework, without suitable

extensions (e.g., Tenenbaum et al., 2011). One influential
source of indication that this is the case concerns reports of
persistent apparent violations of CPT principles, usually
called fallacies. Tversky, Kahneman and their colleagues
have produced some of the most evocative examples, for
example, the conjunction fallacy, according to which naive
observers are quite  happy to accept that
Prob(A&B)>Prob(A) (Tversky & Kahneman, 1983). The
most telling instantiation of this result involves the
probability of a Scandinavian person having blue eyes and
blond hair vs. just having blond eyes (Tentori et al., 2004).
Imagining a line-up of Scandinavian individuals makes it
immediately obvious why the conjunction fallacy is, well, a
fallacy, and yet the conjunctive statement still feels natural —
it is this persistence that makes fallacies so puzzling. There
are several similar results. For example, a famous Gallup
poll study showed a Prob(Clinton is honest) of 50% when
this question was first but 57% after a similar question for
Gore (Moore, 2002); in another famous study, a mixture of
weak and strong evidence had less impact than just the
strong evidence (the dilution effect; Nisbett et al., 1981).

Such findings appear to challenge our expectation of
rationality. But do they have to? Over the last decades, new,
sophisticated techniques and ideas have emerged, which
require drastic revision to our perception of applicability of
baseline CPT frameworks in thought. In this symposium we
explore four approaches, some of which directly extend
baseline CPT ideas while others are motivated from baseline
CPT ideas to develop in more alternative directions, with
sometimes surprising implications for empirical coverage
and normative evaluation.

Since antiquity, we have wondered about the foundations of
our (apparent) intellectual superiority. A way to approach
this issue is to seek rational standards in decision making
and examine convergence between such standards and
behavior. However, establishing a rational framework is not
straightforward. One of the most unique contributions of
cognitive science is the varied perspectives it has provided
for rationality. With many recent advances in decision
theory (including novel techniques in probabilistic inference
and sophisticated frameworks for heuristics-driven
reasoning), it is particularly timely to reevaluate rational
standards and our assumptions regarding rational behavior.
This is the purpose of this interdisciplinary symposium,
bringing together expertise in psychology, computer
science, mathematics, physics, and philosophy of mind.
Cognitive science research has already instigated major
shifts in our perception of rationality and optimality. For
most of our history, it has been considered that classical
logic is the source of human rationality and the appropriate
normative standard against which to assess decisions.
Wason sought a general test of whether natural reasoning is
consistent with classical logic, by asking participants to
select which evidence was best suited to test a given rule.
Logic prescribes selections which can definitely falsify the
rule (a falsificationist mentality which has had a pervasive
influence in scientific reasoning, including in frequentist
statistics), but instead participants selected evidence with
potential to confirm the rule. Oaksford and Chater (1994)
proposed that participants prefer the cards which minimize
the information-theoretic uncertainty regarding the validity
of the rule, employing Anderson’s (1990) idea of optimal

adaptation. .Classmal prqbablhty theoz'y (CPT’) thus r@vealf?d Resource-rational analysis: Griffiths, Lieder
an alternative perspective for the ‘correct’ selections in

Wason’s task. Baseline CPT inference is expensive, and practical models

CPT is currently recognized as the right starting point for often invqlve some kmd of sampling-ba.se.d approximation
understanding rational decision making, benefiting from  to posterior probabilities. In the tradition of bounded
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rationality, the resource-rational analysis is about finding
the optimal balance between the accuracy of probabilistic
approximations and resource allocation, with the latter
formulated in terms of computational cost (Griffiths et al.,
2015). This approach can recover previously-identified
heuristics and discover new ones, as well as shed light in the
way resource limitations can lead to apparent deviations
from CPT prescription.

Quantum: Busemeyer, Pleskac, Yearsley, Pothos

Another way in which CPT probabilistic inference can be
made more tractable is by limiting the size of the
probabilistic space. The logical structure of CPT is a
Boolean algebra, but for Quantum probability theory (QPT)
it is a partial Boolean algebra, which means a collection of
smaller (simpler) parts, which are classical individually, but
inconsistencies/ contextuality/ apparent fallacies arise when
reasoning between parts. We think that QPT representations
are more likely when e.g. participants are unfamiliar with a
problem or unwilling to engage thoughtfully. We show how
QPT can reveal rational perspectives to established fallacies
(Pothos et al., 2017) and further consider whether QPT can
shed light on rational status of behavior in strategic games,
in situation when decisions appear inconsistent with the
Nash equilibrium or sub game perfect equilibrium.

Heuristics: Hertwig, Pachur, Leuker

Rather than simplify or approximate CPT inference through
e.g. more efficient sampling procedures, an alternative,
influential possibility is that the mind adopts heuristics.
Heuristics can be as accurate and sometimes even more
accurate than strategies that employ the greatest possible
amount of information and computation. Can such
advantages generalize to situations involving interactions
with other intelligent, competitive actors? We will explore
the effectiveness of heuristics in stationary games against
nature and in strategic games and show that heuristics are
particularly competitive when the level of epistemic
uncertainty is high. We will also consider in general the
ecological structures that heuristics can harness, and how
theories of heuristics can be integrated with other
frameworks of human choice.

Probabilistic language of thought: Tenenbaum,
Goodman, Tessler

An important extension to baseline CPT frameworks
concerns incorporating language-like properties (such as
compositionality), representations, and pragmatic reasoning
in probabilistic inference. The probabilistic programming
language (PPL) / probabilistic language of thought (PLoT)
can more naturally apply to richer forms of reasoning,
including everyday reasoning under uncertainty (e.g.,
Goodman et al., 2015). Furthermore, enriching these models
with an understanding of natural language pragmatics can
explain apparent fallacies in classical reasoning tasks (e.g.,
Tessler & Goodman, 2014). Assuming a communicative
context to a task involving language allows a reasoner in a
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PPL/PLoT model to incorporate the goals of a speaker (e.g.,
assuming the speaker intends to be informative), so
providing a rational perspective on reasoning fallacies. We
will also consider the way resource limitations guide
practical models in PPL.

Discussion: Shiffrin

The discussion part of the symposium will address these
varying perspectives on rationality and bring together the
themes raised in the presentations. The overarching
questions concern what is rationality, and whether ‘bounded
rational’ approaches capture enough of what humans mean
by this concept. The discussion will be open to all
presenters and the audience.
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memory,

Research on insight problem solving focuses on the genesis
of new ideas and aims to identify underpinning processes that
turn an initially unproductive problem representation into one
within which the solution offers itself in the agent’s mental
look-ahead horizon. To address this aim, researchers
typically create laboratory-based tasks designed to encourage
an incorrect representation of an ostensibly simple problem
or riddle such as “how do you throw a ping pong ball in such
a way that it travels a certain distance, comes to a dead stop
and then reverses direction” (Ansburg & Dominowski,
2000). Such riddles are created to encourage an incorrect
interpretation and engender an impasse. Researchers can then
observe how this impasse is overcome by: (i) examining the
phenomenology of insight; (ii) analysing strategic processing
(e.g., via protocol analysis); and (iii) exploring brain areas
that are active when insight arises (e.g., using neuroimaging).

The current debate in insight research (e.g., Gilhooly, Ball,
& Macchi, 2015; Gilhooly & Webb, 2018) pitches the
business-as-usual view against the special-processes view.
The latter has roots in Gestalt ideas: insight is the result of a
swift change in the way a problem is represented in the mind.
The sudden awareness of the solution suggests that insight is
not the product of a conscious, incremental, deliberate
analysis of the problem helping the agent formulate a solution
gradually over time. The ‘special’ in special processes
underscores insight as the product of non-routine cognition
largely operating non-consciously (Ohlsson, 2018). If routine
cognition, in turn, is in the business of helping an agent plan
and solve problems, then the business-as-usual view holds
that insight is the product of conscious, deliberate, and
incremental effort to solve a problem. From this perspective,
a breakthrough may yield a eureka moment, but this distinct
phenomenological signature does not imply that something
other than routine cognition is involved in insight.

Insight research has laboured a fertile ground of
methodological and theoretical development in the past 20
years. When the important edited volume by Sternberg and
Davidson (1995) was published, research was predicated on
a dichotomy whereby problems were deemed to be either
analytic (e.g., the Tower of Hanoti) or insight problems (e.g.,
the 9-dot problem). This missed the critical point that insight
and analysis are underpinning processes rather than solution
outcomes. Developments in theory (e.g., Weisberg’s, 2018,
integrated framework) have underscored this point, as has the
introduction of new problem types that can be solved either
by insight or analysis, as reflected in self-reports (Bowden,
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Jung-Beeman, Fleck, & Kounios, 1995; Salvi, Costantini,
Bricolo, Perugini, & Beeman, 2015; Threadgold, Marsh, &
Ball, 2018). Such problems have facilitated investigations of
the neural correlates of insight (Abraham, 2018; Kounios &
Beeman, 2014) and associated biomarkers (e.g., eye blinks;
Salvi, Bricolo, Franconeri, Kounios, & Beeman 2015).
Individual differences approaches have also revealed the role
of working memory capacity in insight (Chuderski &
Jastrzgbski, 2018). This symposium will showcase important
aspects of current insight research, with presentations by
Anna Abraham, Carola Salvi, Ut Na Sio, Margaret Webb,
Frédéric Vallée-Tourangeau and Linden Ball (discussant).

Abraham will explore how the study of the brain informs
the workings of the human mind as it arrives at insights.
Functional neuroimaging studies have revealed key brain
regions and networks of relevance, also highlighting the
intimate roles played in insight by creative processes such as
analogical reasoning and conceptual expansion. EEG studies
using event-related potentials indicate a unique neural
activity pattern when processing creative associations that are
personally experienced as being novel and fitting, as distinct
from processing associations that are merely novel or merely
fitting. In addition, neuropsychological studies indicate that
disruptions at the level of brain structure can both aid and
impede creative thinking. The former occurs in contexts
where distractibility facilitates creative ideation, a finding
indirectly supported by personality-based studies of
schizotypy and creativity. These results highlight the value of
the neuroscientific approach in advancing an understanding
of how creative insights come to pass.

Salvi will present her findings on the “accuracy effect”
(i.e., insight solutions have a higher probability of being
correct than analytic solutions when tested using convergent
thinking problems) and will discuss the model behind this
result. The effect is explained by the fact that insight
processing yields no partial solution information because of
subthreshold processing prior to the suddenly available
solution. In contrast, analytic processing can yield better-
than-chance guessing based on processing of suprathreshold
activation candidates. Further, Salvi will present her latest
results on the neural correlates and biomarkers associated
with insight solutions and the underlying cognitive processes.

Sio will focus on the circumstances that promote creativity.
Despite the common belief that distraction will cause
productivity loss and that individuals should focus on a single
task to achieve optimal performance, recent studies have
demonstrated that distraction (e.g., incubation and
multitasking) can enhance performance for problems
requiring creative thinking. Different potential mechanisms
for this distraction effect will be discussed. Sio will also



present findings of recent studies aimed at identifying
moderators of the effect to help explain why the positive
effect of distraction might emerge and to identify the
conditions under which distraction becomes facilitating.

Webb will present research on individual differences
associated with insight phenomenology. Investigating
individual differences in possible biases in reporting insight
is constrained by the “problem of problems”, that is, problem-
solving skills (e.g., working memory) are required for insight
problem solving itself. These individual differences may not
be the same as those associated with a bias towards insight
experiences. In her recent work, Webb has explored
divergent thinking tasks, in which subjective accuracy is
high. Participants completed a form of the alternative uses
task, reporting on their insight phenomenology (“aha!”
experiences) in a trial-wise manner. They were then
presented with various solutions to the previous task and also
completed a measure of schizotypy (the O-LIFE) to assess
whether positive schizotypy (associated with the tendency to
perceive meaning in noise) predicted a tendency to report
feelings of insight. Findings indicate that generating a use is
significantly more likely to result in an “aha!” experience
than being presented with a use; positive schizotypy is also a
positive predictor of feelings of insight.

Vallée-Tourangeau will outline an ecological perspective
on insight, critically reflecting on how insight research often
proceeds in the laboratory and how the psychometric
methodology validates and reinforces a model of problem
solving in which working memory plays a central role. His
reflections draw on a distinction between first-order versus
second-order problem solving (Vallée-Tourangeau & March,
forthcoming). Research typically assumes the world is
represented inside a person’s head, with mental
representations being transformed by rules and operators. It
is, therefore, not surprising that individual differences in
working memory capacity explain a substantial proportion of
the variance in problem solving performance, as working
memory underpins a person’s ability to construct, maintain
and transform mental representations. Crucially, the standard
methodology requires participants to think about short
vignettes (a few words or sentences) that describe
(ambiguously) some state of the world. In other words,
participants are not embedded in the physical world to solve
a problem (first-order problem solving) but are instead
processing representations of the world based on abstractions
of varying complexity (second-order problem solving). First-
order problem solving is impossible as participants cannot
interact with a physical problem presentation. Second-order
problem solving carries a representational toll and, as a result,
individual differences in the ability to maintain and transform
mental representations—gauged in terms of working memory
capacity—correlate with problem solving performance.
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Abstract

We synoptically describe having achieved the unprecedented
logicist cognitive computational simulation of quantified ver-
sions of any n-level (FBT,, Vn € N) false-belief task, and
hence of what we call the infinitary false-belief task (FBTy);
the achievement is enabled by the automated reasoner Shad-
owProver. Logicist cognitive computational simulation of the
level-one (or, as it’s currently known, “first-order”) false-belief
task (FBT|) was achieved circa 2007 by Bringsjord et al. But
subsequently cognitive science has seen the arrival such mod-
eling and simulation successfully applied to the second-order
false-belief task (FBT,); see e.g. (Blackburn & Polyanskaya,
forthcoming). (This is the level-two FBT in our hierarchy of
tasks.) But now, courtesy of what we report, logicist cognitive
computational simulation of any FBT),, is accomplished for the
first time, and hence the infinitary false-belief task (FBTy) is
reached as well.

Keywords: logic; cognitive modeling; false-belief task; sally-
anne task; infinitary reasoning

The Level-1 and Level-2 False-Belief Tasks Many read-
ers will be familiar with the standard false-belief task (FBT;
a.k.a. the Sally-Anne task), first introduced by Wimmer and
Perner (1983). But to ensure self-containedness we recapitu-
late: A subject (in an experiment carried out by e), agent a,
perceives two agents a; and a; in front of two boxes b and
by. Agent a; puts an object o into by in plain view of as.
Agent a, then leaves, and in the absence of a,, a; moves o
from b into by; this movement isn’t perceived by a;. Agent
ap now returns, and a is asked by the experimenter e: “If a»
desires to retrieve o, which box will a; look in?” If younger
than four or five, a will reply “In b,” (which of course fails
the task); after this age subjects respond with the correct “In
b1.” While some refer to this task as the “first-order” ver-
sion of the false-belief task, we refer to it as the “level-one”
version of the task.!

Table 1 lists some of the key epistemic propositions that
hold of FBT11D after the switch happens, paired with their ob-
vious symbolizations in our multi-operator quantified cogni-
tive calculus used for handling false-belief tasks. We use the
superscript ‘P’ to indicate that the task in question is passed;
we reserve superscript ‘F’ to indicate that the task is failed.

! Use of the locution “n-order” is quite infelicitous, because this
locution is long established in formal logic as a way to pick out the
expressive power of extensional logics within a hierarchy of them.
For instance, there is first-order logic, second-order logic, and so
on. Since which of these logics is used to model and simulate a
given false-belief task is a key parameter in the logicist modeling in
question, we judge it to be wise to refer to such tasks at a given level,
not an order, so as to avoid confusion that will otherwise obtain.
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Table 1: Table for Level-1 (L1) FBT = FBT}

Label | English Declarative Content | Formula

L1.1 aj believes ap believes o isin by. | By, By, I(b)
L1.2 | a believes o is in by. B, (b))

L1.3 a believes a, believes o is in by . BB, 1(b1)
L1.4 | abel. aj bel. ap bel. o is in b;. BB, B,,1(b;)

The level-two (or “second-order”) FBT is easily captured,
as follows.? First, when agent a, leaves, he/she secretly per-
ceives a; move o to box b. Formally, the key adjustment is
an addition to (adjustments of) the lines seen in Table 1: e.g.

L2 a believes a; believes ay believes o is in by .

Prior Relevant Achievements Circa 2007, cognition as-
sociated with the false-belief task (FBTj, including both
FBT11D and FBTIIE ) was modeled in formal logic expressive
enough to handle quantification, and computationally sim-
ulated (Arkoudas & Bringsjord, 2008, 2009).> This type
of research falls under what Bringsjord (2008) calls logicist
computational cognitive modeling (LCCM). As far as we are
aware, this work in 2007 marks the first robust logicist mod-
eling and simulation of both passing and failing cognition
in FBT.* Here is the crucial takeaway from study of prior
work: No one, before now, has achieved logicist computa-
tional cognitive modeling of quantified false-belief tasks at
level 3, 4, ..., even in the non-quantificational case; and no

one has reached the infinitary case.

Level-k (k > 3) False-Belief Tasks In the level-three false-
belief task, agent a; secretly views a»’s secretly viewing into
the room from outside it. (All of this is easily visualized with
help from iterated, hidden cameras that feed information to
the agents. Because of space limitations we forego visual
depictions.) For FBT3, the characteristic formula is:

BalBazBalBazI(bl) (D

2 A nice place to start reviewing the literature on FBT; is (Baron-
Cohen, O’Riordan, Stone, Jones, & Plaisted, 1999), which has com-
plete references to the earliest introduction of FBT; and FBT, in
the (empirical) literature. (In this regard, we certainly recommend
that interested readers review (Perner & Wimmer, 1985).) There is
no discussion in this literature of level-3-and-above FBTs, let alone
of infinitary FBTs such as FBT(,; and we haven’t found any for-
mal/mathematical literature on these more demanding FBTs either.

3While formal but certainly declarative, very impressive compu-
tational cognitive modeling of FBT; was achieved earlier by Wahl
and Spada (2000). Stenning and van Lambalgen (2008) provide in-
formal declarative notation for modeling false belief, but have no
implementation/simulation.

4Bello, Bignoli, and Cassimatis (2007), as in the aforecited
(Wahl & Spada, 2000), achieve computational cognitive cognitive
modeling of FBT; that makes use of declarative representations, but
not of any logics.



Quantified False-Belief Tasks The sub-formulae I(b,)(n €
{1,2} is expressible within the formal language of only the
propositional calculus. If instead of a single object o being
used, a given FBT involves a group G of, say, n objects, then
the correlate to this sub-formula will require the machinery of
at least the quantificational machinery of first-order logic. We
are able to model and computationally simulate in this more
demanding case, so that even if subjects have beliefs about
a quantity m from G (m < n) being placed in the box, their
cognition can’t be captured.

FBT,: An Infinitary Quantified False-Belief Task Our
inference system leverages a computable version of an infini-
tary inference rule to prove FBT,, given that we can prove
FBT, Vn (N. Govindarajulu, Licato, & Bringsjord, 2013).5

Automation We use an automated reasoning system, Shad-
owProver, to model FBT,, and FBT,. ShadowProver is a
quantified modal logic theorem prover that has been used
to model, in LCCM fashion, intricate reasoning tasks, e.g.
ethical reasoning in (N. Govindarajulu & Bringsjord, 2017;
N. S. Govindarajulu, Bringsjord, Ghosh, & Peveler, Forth-
coming in 2019) and self-consciousness in (Bringsjord, Li-
cato, Govindarajulu, Ghosh, & Sen, 2015). Since character-
istic statements for FBT,, and FBT, are structurally similar
to common knowledge, we leverage ShadowProver’s ability
to use the operator (C) for such knowledge.®

Objections We mention here only that while it might be ob-
jected that humans have trouble with even third-order belief,
many of our college-level subjects on the contrary have little
trouble proving correct answers for any FBT),,.
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DiPaola’s research endeavors to build top down Artificial
Intelligence (Al) models of human creativity, empathy and
expression for both use in new forms of computation systems
as well as analysis of how the creative mind works. In doing
so he has interviewed hundreds of artists, writers and
musicians on how they perceive their creative talent and its
originals. Combined with research from neuro-aesthetics and
computer modelling, DiPaola notes that while many creative
individuals report that they believe new insights as coming
into them from an external source during creative flow, that
evidence point to these new creative ideas and interpretations
often more likely have internal roots from the individual’s,
mid and long term past experiences and processes. DiPaola
attempts to model this and other human creativity processes
in computational form often as Al systems such as deep
learning, reinforcement learning and evolution programming.
Two efforts underway in DiPaola’s research lab are mapping
out the creative process of a fine art portrait painter using 5
hierarchical Al systems, as well as modelling an empathetic
embodied character agent who can understand emotions from
those she talks with and construct creative narrative or quote
like responses.

The common view that our creativity is what makes us
uniquely human suggests that incorporating research on
human creativity into Artificial Intelligence (Al) based
generative deep learning techniques might be a fruitful
avenue for making their outputs more compelling and
human-like, especially in arts such as the creative arts. Using
our labs original Al systems such as our deep learning
convolutional neural networks and cognitive based
computational art rendering systems, we attempt to show
how human creativity can be implemented/modelled
computationally, and demonstrate their impact on the
resulting digital generative art. Conversely, he will discuss
how explorations in creativity Al can inform our
understanding of human creativity and its foundations.

DiPaola will discuss and demonstrate his lab’s approach
(ivizlab.sfu.ca) to cognitively modeling a fine art painter
process by integrating Deep Learning Al with novel
computational novel NPR approaches. This interdisciplinary
(cognitive science / arts / Al) work brings cognitive creative
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fields together with Deep Learning neural networks. DiPaola
will demonstrate and discuss the lab new work as well as the
applications spaces in interactive arts, health and a recent
Google / Knight Foundation granted project using creative
painterly emulation as a new approach to anonymize
interviewees in documentary videos where the study data
shows improvement to overall empathy and engagement
compared to current techniques.

Steve DiPaola, past Director of the Cognitive Science
Program at Simon Fraser University (SFU), is currently is a
Professor and lab director of the iVizLab, a PhD based lab on
Artificial Intelligence using human cognition theories of
creativity, empathy and expression. He came to SFU from
Stanford University where some of his creative Al systems
were used in generative game creation including the best-
selling game of that year, “The Sims”. DiPaola has over 100+
peer reviewed papers in Al/cognition and $2 million in
past/current funding in Al related areas of cognitive creativity
and expression. As both a scientist and artist, DiPaola has
written code for his Al “creative on its own” artworks that
has been shown in major galleries and museums including
The Whitney, The Smithsonian, Tate, and gallery’s in NYC,
London and LA.
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Introduction: Honing Theory of Creativity

Other species perceive, make decisions, take action, and
even create. However, our species is exceptional with
respect to our predilection to adapt ideas to our own needs,
tastes, and perspectives, and express ourselves through
language, technology, art, and other means. I will present
ongoing theoretical and empirical research on how the
creative process works and how human creativity evolved.
What makes this research program unique is that it
examines creativity from the perspective of its role in
fueling the evolution of culture, and includes both studies
with human participants and computational models.

Creativity research has emphasized the generation of
multiple ideas over honing—recursively reflecting on a
question or idea by viewing it from different perspectives
(Gabora & Kauffman, 2016; Gabora, 2017). Just as a single
object may cast separate shadows when lit from different
directions, the mental representation of a creative work-in-
progress may be a single entity with the potentiality to be
articulated as different prototypes, sketches, or story ideas.

Honing does not encompass additions or modifications to
an idea that are tacked on willy-nilly; it refers specifically to
modifications that arise in response to an overarching
conceptual framework that is shepherding' the creative
process. The structure of this overarching framework
reflects the individual’s worldview: their self-organizing
web of understandings about their world and their place in
that world (in other words, the creator’s mind as
experienced ‘from the inside’).

The term psychological entropy has been used to refer to
arousal-provoking uncertainty, which can be experienced
not just negatively as anxiety but also positively as a
wellspring for creativity (or both) (Gabora, 2017). It is
proposed that psychological entropy—a macro-level
variable acting at the level of the worldview as a whole—
generates emotions that play a role in guiding and
monitoring creative tasks. Thus, honing continues until
psychological entropy decreases to an acceptable level. In
Piagetian terms, during honing the individual assimilates
each new understanding of the idea, and the individual’s
worldview changes to accommodate this new
understanding. Insight is then explained in terms of self-
organized criticality (SOC) (Gabora, 2017), a phenomenon
wherein, through simple local interactions, complex systems
tend to find a critical state poised at the cusp of a transition

! This word is chosen deliberately because it implies that the
process is neither entirely top-down nor entirely bottom-up.
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between order and chaos, from which a single small
perturbation occasionally exerts a disproportionately large
effect. Thus, while most thoughts have little effect on one’s
worldview, an idea we call insightful is one for which one
thought triggers another, which triggers another, and so
forth in a avalanche of conceptual change.

Convergent thought has been defined and measured in
terms of the ability to perform on tasks where there is a
single correct solution, and divergent thought in terms of the
ability to generate multiple different solutions. I will explain
why honing theory (HT) leads us to redefine convergent
thought as thought in which the relevant concepts are
considered from conventional contexts, and divergent
thought as thought in which they are considered from
unconventional contexts (Gabora, 2018).

Implications for Cultural Evolution Theory

I propose that creativity fuels worldview transformation,
and that worldviews are what evolve through culture, in a
piecemeal fashion, through a process of Self~-Other
Reorganization (SOR) involving (internal) self-organization
and (external) interaction with other worldviews (Gabora,
1999, 2013, 2019). SOR solves dilemmas associated with
the high degree of human cooperation (Voorhees, Read, &
Gabora, in press), which enables the cumulative building of
ideas on one another. I will present a set of agent-based
model experiments which show, in different ways, that the
effectiveness of this cumulative building depends on the
balance between continuity (via imitation) and novelty (via
creativity) (Gabora & Tseng, 2017).

I propose that creative outputs merely provide evidence
concerning the evolutionary states of worldviews (just as
shadows provide evidence concerning the shape casting the
shadow). This stands in contrast to the traditional view that
behaviors, artifacts, or memes, are the objects of cultural
evolution, i.e., they are what evolves through culture.

Cross-Domain Influence

The view that it is worldviews that evolve through culture
follows naturally from studies of cross-domain influence,
wherein a creative output in one domain (e.g., art) is
influenced by another domain (e.g., music). I will report on
a set of studies in which creative individuals in multiple
disciplines were asked to list as many influences on their
creative work as they could. Results indicate that cross-
domain influences are surprisingly ubiquitous, particularly
in the arts, where they appear to be even more widespread
than within-domain influences (Scotney, Weissmeyer, &
Gabora, 2018). The discontinuities in cultural lineages that
result from cross-domain influence (e.g., Led Zeppelin’s use
of Tolkien’s Lord of the Rings as inspiration for the song



“Battle of Evermore”) are difficult to account for without
resorting to the view that it is not the outputs themselves but
the worldviews generating them that evolve through culture.

The Origins of Creative, Cultural Evolution

Like the origin of life, the origin of the kind of integrated
worldview needed for cultural evolution has been modeled
using an autocatalytic framework (Gabora & Steel, 2017).
In an autocatalytic network, for each component there exists
a means to catalyze the reaction that generates it. Although
no component can catalyze its own formation, the network
of components as a whole is collectively autocatalytic. In
culture, the role of catalysis is played by association and
reminding events, and the ‘reactions’ are between, not
catalytic molecules, but concepts and ideas. As parents and
others share knowledge with children, an integrated
understanding of the world takes shape in their minds, such
that they become able to reframe new information in terms
of existing mental structure, and become themselves
creative contributors to cultural evolution.

I propose that two key steps toward cognitive modernity
were (1) onset of representational redescription (RR) in
Homo erectus 2 MYA, and (2) onset in the Middle/Upper
Paleolithic of contextual focus (CF): the ability to shift
between convergent and divergent modes of thought
(Gabora & Smith, 2018). In terms of the autocatalytic
model, representational redescription entails an interaction
or ‘catalysis event’ between different representations or
perspectives, and CF entails the capacity to vary the
‘reactivity’ of the network. CF may have originated with
mutation of the FOXP2 gene, which is known to have
undergone human-specific mutations in the Paleolithic
(Gabora & Smith, 2019). FOXP2, once thought to be the
“language gene”, is not uniquely associated with language.
In its modern form, FOXP2 may have enabled fine-tuning
of the neurological mechanisms underlying the capacity to
shift between convergent and divergent processing modes
by varying the size of the activated region of memory.

Computer-generated Art and Music

Finally, I will discuss ongoing applications of HT to the
development of computer-generated art and music (Bell &
Gabora, 2016; DiPaola, & Gabora, & McCaig, 2018;
McCaig, DiPaola, & Gabora, 2016). I will show how such
efforts are useful for bringing to light the strengths and
limitations of our understanding of the creative process.
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Introduction

Design is one of the most profound acts of humans and is the
way in which we intentionally change both the physical and
virtual worlds around us. Design is mentioned in the earliest
extant writings of humans. It appears in The Epic of
Gilgamesh, which dates back over 4,000 years. The first
mention of design appears around the same time as the
earliest writings about mathematics, philosophy and science.
Design is one of the ways a society increases its economic
and social wealth. Given its longevity it is surprising that the
formal study of design dates back only to the twentieth
century. The scientific study of design, design science,
commenced only about 60 years ago.

In English the word “design” is used both as a noun and a
verb and its use is disambiguated by its context. We will, in
general, use the word “design” to mean the outcome and
“designing” to mean the process of producing a design.

There are many designers and teachers of designing who
claim that designing cannot be studied scientifically since its
results are not reproducible. Whilst designs can be studied
what we are interested in when studying designing are the
processes that go to make up the acts of designing. It is
assumed that there is some regularity exhibited by those
processes and it is those processes and that regularity that is
being studied. The scientific study of designing borrows it
methods directly from the scientific method. It carries out
controlled experiments in laboratories and in-situ studies in
the field.

Designing was initially studied within the framework of
information processing before moving to an artificial
intelligence frame. However, when designing was treated as
cognitive processes, it used the frame of cognitive science
and the field of research became known as “design
cognition”.

The talk will present recent advances in the study of design
cognition and the extension of those studies into the study of
brain behavior while designing — “design neurocognition” in
the Gero lab. The Gero lab is a disaggregated lab with
projects in locations in multiple countries including
Australia, Croatia, France, Italy, Sweden, Switzerland and
the USA.

Design Cognition Through Protocol Analysis

Protocol analysis (Ericsson & Simon, 1993) has become
the preferred research method for the elicitation of design
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cognition. Around it a range of analysis methods have been
developed (Kan & Gero, 2017) that form the basis of new
results. The results presented in the talk are derived from a
newly developed model of co-design in teams by Gero &
Milovanovic (unpublished) based on the situated version of
the FBS ontology, sFBS, (Gero & Kannengiesser, 2014). The
model provides for fine grained behavior of individuals in
teams.

Results from a protocol study of cohorts of two-person
homogeneous and heterogeneous teams, where the
heterogeneity is due to gender, are presented in Figure 1
(Milovanovic & Gero, submitted). The cohorts were
undergraduate mechanical engineering students at a state
university in Utah and were given the same design task. In
Figure 1, each ellipse contains the sFBS behavior of team
members, where the top ellipses represent team member A
activations and the bottom ellipses represent team member B
activations. For a detailed development of the situated
Function-Behavior-Structure ontology consult Gero &
Kannengiesser (2004). The links between the activation
variables are a measure of the cumulative occurrences of
cognitive design processes. The variables outside the team
members’ individual spaces are externalizations in the forms
of verbalizations, sketches or gestures. The externalization of
thought through verbalization, gestures and sketching
provides the basis for co-designing. The Gero & Milovanovic
(submitted) model of co-design uses the notion that co-design
occurs when designers cross the externalization boundary.

The results in Figure 1 show that heterogeneous teams
containing one female and one male member exhibit more
co-design processes than do homogeneous all-male teams.
Further, such mixed-gender teams distribute more of their
cognitive effort between the problem and the solution than do
all-male teams, who expend more of their cognitive effort on
the solution.

The presentation will show results of studying the design
cognition of students and tutors in a studio pedagogy setting.
It will present the change in student-student design cognition
interaction over multiple studio sessions.

From Design Cognition to Design
Neurocognition

The drop in the cost of non-invasive brain measurement
has opened avenues of research into design neurocognition.
In particular EEG and fNIRS, which collect temporal data,
are both well suited for design neurocognition studies since
design is a temporal activity. fMRI is less suited to study the



temporal behavior of designing. It is well suited where high
spatial resolution is required.
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Figure 1: (a) Dominant sFBS co-design processes for
homogeneous, all-male, teams; (b) dominant sFBS co-
design processes for heterogeneous, mixed-gender, teams
(Milovanovic & Gero, to appear).

The presentation will report on using a 14 channel EEG
block experiment to measure the effect of design task on
brain behavior. The tasks range from highly constrained to
unconstrained. The total task related power of measured
signals is presented in Figure 2 for the pre-task and the four
design tasks for 58 participants covering multiple domains.
Results for individual domains indicate significant
differences due to domain and task.

Total TRP (58)

Pretask Taskl emmsTask2 e Task3
2
15
1
o

Figure 2: Total TRP for each of 14 channels across all
participants for Pre-task, Task 1, Task 2, Task 3 and Task 4
(Vieira, Gero, et al, unpublished data).

While EEG measures electrical signals at the surface of the
brain with high temporal resolution, functional near infrared
spectroscopy (fNIRS) measures BOLD demand with medium
temporal resolution. The presentation will report on an fNIRS
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experiment that repeats a previous protocol study for which
we have cognitive results. The results of dominant
hemisphere activation over time are presented in Figure 3
showing an unexpected pattern of behavior. Additional
results cover other concept generation techniques.
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Figure 3: Percent frequency across time deciles of dominant
hemisphere during brainstorming (Shealy & Gero,
submitted).
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These three exemplary results from there different
measuring approaches, protocol analysis, EEG and fNIRS,
demonstrate the expanding capacity to measure design
cognition through measurement of the mind and indirectly
through measurement of the brain. Until recently, only
measurement of the cognition through the behavior of the
mind was reliably available. The development of relatively
inexpensive tools for non-invasive brain measurement has
opened novel approaches to the measurement of design
neurocognition. Bringing cognitive studies of the mind and
neurocognitive studies of the brain together offers
opportunities to both increase our understanding of designing
and to provide the foundation for the development of tools to
aid designing and the development of curricula to improve
design education.

Acknowledgments

The author wishes to acknowledge the researchers who
have collaborated on the projects alluded to in this abstract.
These include, in particular, Julie Milovanovic (UMR AAU-
CRENAU, Graduate School of Architecture and Ecole
Centrale Nantes, France), Sonia Vieira (INEGI, Institute of
Science and Innovation in Mechanical and Industrial
Engineering, Porto, Portugal) and Tripp Shealy (The Charles
E. Via, Jr. Department of Civil & Environmental
Engineering, Virginia Tech, USA). The author wishes to
acknowledge the National Science Foundation Grant Nos.
CMMI-1161715, EEC-1160345, CMMI-1400466, EEC-
1463873 and CMMI-1762415.

References

Ericsson, K. A. & Simon, H. A. (1993). Protocol Analysis;
Verbal Reports as Data. Cambridge: MIT Press.

Gero, J. S. & Kannengiesser, U.(2004). The situated
Function-Behaviour-Structure framework, Design Studies,
25(4), 373-391.

Gero, J. S. & Kannengiesser, U.(2014). The Function-
Behaviour-Structure ontology of design. In A. Chakrabarti



& L. Blessing (Eds), An Anthology of Theories and Models
of Design. London: Springer.

Gero, J. S. & Milovanovic, J. (submitted). The situated
Function-Behavior-Structure co-design model.

Kan, W. T. & Gero, J. S. (2017). Quantitative Methods for
Studying Design Protocols. Dordrecht: Springer.

Milovanovic, J. & Gero, J. S. (to appear). Exploration of
gender diversity effects on design team dynamics, Human
Behavior in Design Conference, Tutzing, Germany, 23-24
April 2019.

Shealy, T. & Gero, J. S. (submitted). The neurocognition of
three engineering concept generation techniques.

Vieira S., Gero J. S., Delmoral J., Gattol V., Fernandes, C.,
Parente, M. & Fernandes, A. (to appear). Insights from an
EEG study of mechanical engineers problem solving and
designing, Human Behavior in Design Conference,
Tutzing, Germany, 23-24 April 2019.

Relevant Previous Publications

Gero, J. S., Jiang, H. & Williams, C. (2013). Design cognition
differences when using unstructured, partially structured
and structured concept generation creativity techniques.
International Journal of Design Creativity and Innovation,
1(4), 196-214.

Hu, M., Shealy, T. & Gero, J. S. (2018). Neuro-cognitive
differences among engineering students when using
unstructured, partially structured and structured concept

51

generation techniques. Proceedings of the ASEE annual
conference, Salt Lake City, Utah: ASEE2018.

Kan, J. W. T. & Gero, J. S. (2017). Characterizing innovative
processes in design spaces through measuring the
information entropy of empirical data from protocol
studies. AIEDAM, 32(1), 32-43.

Kannengiesser, U. & Gero, J. S. (2015). Is designing
independent of domain? Comparing models of
engineering, software and service design. Research in
Engineering Design, 26(3), 253-275.

Milovanovic, J. & Gero, J. S. (2018). Exploration of
cognitive design behavior during design critiques. In D.
Marjanovic, P. J. Clarkson, U. Lindemann, T. McAloone
& C. Weber (Eds), Human Behavior in Design Vol. 5, pp.
2099-2110. doi.org/10.21278/idc.2018.0547

Shealy, T., Hu, M. & Gero, J. S. (2018). Neuro-cognitive
differences between brainstorming, morphological
analysis and TRIZ. Proceedings of the ASME IDETC,
paper DETC2018-86272.

Vieira, S., Gero, J. S., Delmoral, J., Fernandes, C., Gattol, V.
& Fernandes, A. (2018). Workshop Paper: Studying the
neurophysiology of designing through an EEG study of
layout design: Preliminary results, DCC'I8 Workshop on
Neurophysiological Measures and Biometric Analyses in
Design Research, Lecco, Italy, July 2018.

Yu, R, Gu, N., Ostwald, M. & Gero, J. S. (2015). Empirical
support for problem-solution co-evolution in a parametric
design environment. AIEDAM 25(1), 33-44.



Towards emotion based music generation: A tonal tension model
based on the spiral array

Dorien Herremans (dorien_herremans @sutd.edu.sg)
Information Systems, Technology and Design
Singapore University of Technology and Design
8 Somapah Road, 487273 Singapore

Elaine Chew (elaine.chew @ gmul.ac.uk)
School of Electronic Engineering and Computer Science
Queen Mary University of London
Mile End Road, E1 4NS London, UK

Keywords: Tension; Tonal tension, Music, Computational
modelling; Music and emotion; Music structure

Introduction

Tension is an integral part of the music listening experience,
closely connected to the sensing of emotions. We have ex-
plored how a particular aspect of tension, tonal tension, can
be modelled and used to guide for automatic music genera-
tion.

A model was developed for extracting three aspects of
tonal tension (Herremans & Chew, 2016b) from a musi-
cal score. The model is based on the spiral array, a three-
dimensional model for tonality developed by Chew (2014).
This was then integrated in an online interactive system, for
easy visualisation, in sync with audio and score. Finally, the
tension model was included in a state-of-the-art music gen-
eration system called MorpheuS, whereby we use tension to
guide the underlying tension fabric of the generated music.

Spiral Array Model

In order to model tonal tension, we first need to be able
to model pitches in a meaningful way. This was achieved
through the three-dimensional model of tonality called the
spiral array (Chew, 2014). The spiral array consists of three
sets of helices: one that represents pitch classes, a pair for
major and minor triads, and a pair for major and minor keys.
The pitch spiral is the one we use for modelling tension. The
triads are generated as convex combinations of their member
pitches, and keys are represented as convex combinations of
their defining chords.

Three new indicators of tension

Tension is a composite characteristic. There are many factors
that contribute to the listener’s feeling of tension, including
loudness, timbre, dissonance, and harmonies. We chose to
focus on tonal tension, and propose three characteristics, that
are calculated for each time window, or cloud, of notes:

Cloud diameter Calculated as the largest distance between
different notes in a cloud, thus capturing the dissonance of
a note cluster.
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Cloud momentum Calculated as the position change or
movement between two adjacent clouds of notes, captur-
ing the amount of harmonic change from one time slice to
the next.

Tensile strain Computed as the distance between the cen-
troid of the current slice and that of all pitches, representing
the global key.

Figure 1 shows an example of the Tristan chord in the spiral
array, a famous tense chord from Wagner’s opera Tristan and
Isolde. One can immediately see that it spans a large region
in the pitch helix, which results in a high cloud diameter.

Figure 1: The Tristan chord in the Spiral Array pitch helix.

For a more complete overview of the proposed novel tonal
tension model, the reader is referred to (Herremans & Chew,
2016b).

The model can be used for musicological or cognitive sci-
ence purposes, as we have created an interactive online plat-
form that visualises both tension (Herremans & Chuan, 2017)
and arousal valence data (Herremans, Yang, et al., 2017) in
sync with musical scores and audio.

Scaffolding music generation

In recent years, automatic music generation systems have be-
come ever more popular due to advances in deep learning.
There is a wide range of music generation systems available,
e.g. for generating music that matches computer games, har-
monizing a melody, etc. For a complete overview, the reader
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Figure 2: Excerpt (bars 1-8) of MorpheuS’ piece based on the first of Stravinsky’s Three Pieces for String Quartet

is referred to the survey paper by Herremans, Chuan, & Chew
(2017). In this paper, the current challenges for music gener-
ation are identified as generating music with long term struc-
ture, and music that communicates certain emotions.

We developed a music generation system, called Mor-
pheuS, which uses combinatorial optimization techniques to
generate music with specific tension values over time (i.e., a
given tension profile) and recurring pattern structure (Herre-
mans & Chew, 2016a, 2017). MorhpeusS takes as input an ex-
isting musical score in MusicXML format. From this piece,
the tension is calculated using the model described above.
Secondly, recurring note patterns are extracted using the SIA
algorithm by Meredith et al. (2002). The user can then use
this original tension profile and the detected recurrent pattern
structure, or create a new version of these, to scaffold the mu-
sic generation process.

In the first step of the music generation process, all pitches
of the original template piece are erased, but the rhythm is
kept intact. A variable neighborhood search algorithm then
populates the rhythm template with random pitches, while
preserving the repeated pattern structure. The pitches are
then optimized to maximize the fit between the current ten-
sion profile and the desired tension. For a more in depth ex-
planation, the user is referred to Herremans & Chew (2017).

Figure 2 shows an example of one of the generated pieces
by MorpheusS, based on Stravinsky’s Three Pieces for String
Quartet, composed for performance by members of the Sin-
gapore Symphony Orchestra on Channel News Asia.

Conclusions

The MorpheuS music generation system tackles one of the
biggest remaining challenges in automatic music generation:
generating music with structure and with the goal of com-
municating particular emotions over time. MorpheuS pieces
have been performed internationally; recordings of selected
pieces can be found online'.

ldorienherremans.com/morpheus
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Introduction: MHP/RT and CCE

At the 0-th order approximation, a person interacts with his
or her environment by running an endless cycle of perceiving
the external and internal environment through five senses
via sensory neurons as parallel processing, and acting to
the external environment through body parts via motor
neurons as serial processing. As s/he perceives the results
of movement of his/her body parts as well as the changes
of the external environment as time goes by, the next cycle
of Perceptual-Motor should occur. Interneurons in-between
the sensory neurons and motor neurons convert the input
patterns to the output patterns — these constitute a Perceptual-
Cognitive-Motor process (PCM process). Starting from this
basic cycle, we (M. Toyota and the author) constructed a
comprehensive theory of action selection and memory, Model
Human Processor with Realtime Constraints (MHP/RT),
that should provide a basis for constructing any models for
users interacting with ever-changing environments, and an
accompanying behavioral study methodology, Cognitive
Chrono-Ethnography (CCE) (Kitajima, 2016; Kitajima &
Toyota, 2013) to be used to utilize, validate, and/or refine
MHP/RT. MHP/RT and CCE are two wheels for conducting
cognitive behavioral sciences, that complement each other
from theoretical and experimental perspectives, respec-
tively.  Visit http://oberon.nagackaut.ac. jp/ktjm/
organic-self-consistent-field-theory/index.html

for more information for the entire project.

Model Human Processor
with Realtime Constraints (MHP/RT)

MHP/RT is an extension of Model Human Processor devel-
oped by Card, Moran, and Newell (1983). The purpose of
MHP/RT is to implement at a higher level the facts that the
fundamental processing mechanism of brain is Parallel Dis-
tributed Processing (PDP) (McClelland & Rumelhart, 1986),
that human behavior emerges as the results of competition
of the dual processes of System 2, slow conscious processes
for deliberate reasoning with feedback control, and System 1,
fast unconscious processes for intuitive reaction with feed-
forward control for connecting perception and motor move-
ments, called Two Minds (Kahneman, 2003), and that human
behavior is organized under happiness goals (Morris, 2006),
on the assumption that the processing involved in action se-
lection is truly dynamic interaction that evolves in the irre-
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versible time dimension. The extension is done by consider-
ing that the endless PCM cycle continues from his or her birth
to death in the ecological system that consists of the person
and the environments, and it is a periodic circulation system.

MHP/RT consists of two parts. The first part is the cyclic
PCM processes, in which PDP for those processes is imple-
mented in hierarchically organized bands having their respec-
tive characteristic times for operations, i.e., biological, cogni-
tive, rational, and social bands (Newell, 1990) by associating
relative times (not absolute) to the PCM processes that carry
out a series of events. The second part is memory, which sup-
ports the PCM processes. It is implemented as a distributed
memory system and at the same time it serves as a mechanism
to establish synchronization among multiple PCM processes.

Cognitive Chrono-Ethnography: CCE

Equipped with the cognitive architecture, MHP/RT, how can
we study people’s behaviors, characterized by Two Minds
working dynamically along the time dimension? We came
up with a solution in the form of a study methodology, called
CCE. Cognitive Chrono-Ethnography combines three con-
cepts. “Cognitive” declares that CCE deals with interactions
between consciousness and unconsciousness in the PCM cy-
cles. “Chrono(-logy)” is about time ranging from ~100 msec
to days, months, and years, and CCE focuses on such time
ranges. “Ethnography” indicates that CCE takes ethnograph-
ical observations as the concrete study method because in
daily life people’s Two Minds tends to re-use experientially
effective behavioral patterns, which is called “bias”. Ethno-
graphical field observations are essential for understanding
each person’s bias in his/her daily life.

CCE Procedure

Figure 1 shows the seven steps to conduct a CCE study:

1) Ethnographical Field Observation: Use the basic ethno-
graphical investigation method to clarify the outline of the
structure of social ecology that underlies the subject to study.
2) Mapping the Observed Phenomena on Cognitive Architec-
ture: With reference to the behavioral characteristics of peo-
ple which have been made clear so far and MHP/RT, consider
what kind of characteristic elements of human behavior are
involved in the investigation result in (1).

3) Identifying Study Parameters through Model-Based Simu-
lation: Based on the consideration of (1) and (2), construct an
initial simple model with the constituent elements of activated
memories, i.e., meme, and the characteristic PCM processing
to represent the nature of the ecology of the study space.

4) Design a CCE Study: Based on the simple ecological
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Figure 1: The CCE procedure (Kitajima, 2016, Figure 5.1).

model, identify a set of typical behavioral characteristics from
a variety of people making up the group to be studied. Then
formulate screening criteria of elite monitors who represent a
certain combination of the behavioral characteristics, and de-
fine ecological survey methods for them.

5) Conduct CCE Study: Select elite monitors and conduct an
ethnographical field observation.

6) Refinement of the Original Mapping: Check the results of
(5) against the results of (2) for appropriateness of the map-
ping. If inappropriate, back to (2) and redo from there.

7) Refinement of the Original Study Parameters: If the result
of (5) is unsatisfactory, go back to (4) and re-design and con-
duct a revised CCE study, otherwise go back to (3) to redo the
model-based simulation with a set of refined parameters.

Completed CCE Studies: A Few Examples

Navigation in a train station by following signs: With the
focus of action selection processes involved in slow naviga-
tion, Kitajima and Toyota (2012) reported a CCE study to
investigate how elderly people use guide signs at train sta-
tions when they have to transfer lines, in addition to use some
facilities such as restrooms, lockers, and so on. The results
showed: 1) persons with inferior planning function with nor-
mal attention function did not use guide signs when they had
mental models, whereas they did not gather task-relevant in-
formation but irrelevant one when they had no mental model,
and 2) persons with inferior planning function and inferior at-
tention consistently had problems in gathering task-relevant
information by using guide signs because of vague descrip-
tion of behavioral goals. The interactions between planning
and attention functions and the existence of mental models
are consistent with MHP/RT’s simulation results.
Sightseeing in a hot spring resort: Hot spring resorts are
popular tourist attractions in Japan. However, little is known
about why they are popular destinations. To answer this ques-
tion, Kitajima, Tahira, Takahashi, and Midorikawa (2012)
conducted a CCE study. Forty-three groups participated in
the study as elite monitors. Each group arrived at Kinosaki-
Onsen and were asked to tour the place. They were instructed
to carry a GPS and a digital camera for recording their activi-
ties. By analyzing the results of the interviews, we identified
six types of tourist activities including: bathing, staying, eat-
ing, exploring, touring, and shopping, each of which corre-
sponds to a different set of happiness goals.
55

On-Going CCE Studies

Designing Memorable Events: People live in the environ-
ment filled with artifacts, part of which is real and the rest
is virtual. Kitajima, Shimizu, and Nakahira (2017) con-
ducted initial steps of CCE to understand how the PCM pro-
cesses along with the memory process result in memorable
experiences. Preliminary experiments were conducted to see
how omnidirectional movies in virtual reality augmented with
audio-guide made the experience memorable by timely pro-
vision of multi-modal information as designed by MHP/RT.
Designing Immersive Events: Immersive virtual environ-
ments are distinct from other types of multimedia learning en-
vironments. Dinet and Kitajima (2018) reported initial steps
of CCE that focused on the conditions necessary to produce
“immersive experience” for the user. The CCE study will
continue in the context of developing a multimodal interface
to help young pedestrians acquire necessary skills for safe
navigation in dangerous traffic environments.
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The WARP Model of Category Learning

Research on categorization and classification learning has
greatly benefitted from the use of computational modeling
which requires making all theoretical assumptions explicit
and provides a direct means of theory evaluation by fitting
behavioral data. The field has advanced notably through
model comparison relative to benchmark data on human
category learning performance. Exemplar theory has become
a leading psychological explanation largely due to the
success of its formal models in fitting human data across a
number of tasks (Kruschke, 1992; Nosofsky & Palmeri,
1997).

The exemplar view casts categorization as based on an
explicit calculation of similarity between the to-be-
categorized stimulus and instances stored in long-term
memory (exemplars) associated with each category. The
similarity is computed as an inverse exponential function of
distance between psychological representations in a
multidimensional space. This representational space can be
transformed by stretching or shrinking dimensions using
selective attention. The category with exemplars of greater
similarity (less distance) to the stimulus is activated. This
account has been extended in the ALCOVE model
(Kruschke, 1992) which implements adaptive learning of
attentional weights on the stimulus dimensions and
association weights between each exemplar and category.

While exemplar models have shown a high degree of
success in fitting behavioral data, they do not provide an
account of representation learning. These models generally
assume that each item in the input domain has a unique
psychological representation (estimated via
multidimensional scaling) that remains fixed throughout the
category learning process. Further, a strict correspondence
holds between the category representation and the stimulus
items known to be members of that category (note: reference
point models can also use centroids of clusters of exemplars).

This is in strong contrast to feedforward artificial neural
networks that gradually learn representations to optimize task
performance (Rumelhart, Hinton, & Williams, 1986). In
standard connectionist models, each stimulus gets recoded at
a “hidden” layer based on a set of optimized synapse-like
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weights that yield a distributed representation across the
hidden nodes—which can be seen as a point in a constructed
multidimensional space. A second set of weights connects
these hidden nodes to an output layer of class nodes. The
internal representations are incrementally repositioned in
weight space via gradient descent to optimize accurate
prediction at the output layer.

The Weights-as-Adaptive-Reference-Points (WARP)
model is designed to bridge the reference point similarity-
based approach of exemplar models with the flexibility and
psychological plausibility of learned representations in neural
networks. This merger of design principles is achieved by
replacing the localist exemplar node representations (as in
ALCOVE) with a layer that follows the foundational
connectionist design principles of: 1) a forward pass that
computes activation based on a function of the ‘net input,’
i.e., the input activations multiplied by their weights; and 2)
a backward pass that modifies the weights to minimize task
error and estimate the function to be approximated.

On the connectionist view, the hidden nodes are
constructed dimensions that usefully transform the values of
a stimulus in input space to a set of values in another
representational space. On the exemplar view, each hidden
node is a reference point to the location of a training item in
input space and its activity indexes the proximity of that point
to a stimulus. We propose a new formulation that allows the
hidden nodes to function according to connectionist
mechanics and yet act as reference points. The result is that
the model discovers its own reference points using task-
driven error minimization as opposed to making a
commitment to the inputs themselves as the basis for the
reference points.

The WARP model functions by taking the encoding
weights to each hidden node as its “address” or reference
point location in input space. As the weights change via
learning by backpropagation, each node follows a trajectory
in weight space from its initial random location toward a
place where its task is functionality optimized. The ‘net
input’ is the vector multiplication between the input
activations and the incoming weights to a node. This is a dot
product or linear algebraic measure of similarity (i.e., the
angle between the vectors) as opposed to a spatial distance
metric. The critical similarity computation between stimulus
and reference point occurs implicitly in the forward pass. To



make this work as intended, a simple, novel activation
function at the hidden layer is used which takes the form of
Equation 1:

exp[(a - b) - k] (1
where a is the vector of input activations, b is the vector of
incoming input->hidden node weights, and k is a constant
value set to the number of dimensions in the category
structure. The key property of this function is this: the more
closely the incoming weight vector for a hidden node
approximates the values of an input vector, the greater the
activation of the hidden node. Over the course of training,
different hidden nodes will be repositioned to parts of weight
space that allow them to respond to particular regions in input
space: to get better at classifying is to move the adaptive
reference points to useful positions. A standard association
layer connects the hidden nodes to class nodes and a softmax
output layer is used to determine the class probabilities

WARRP utilizes a set of connectionist-style free parameters:
learning rate, number of hidden nodes (i.e., density of the
implicit covering map), and range of random initialization for
incoming weights; and can also incorporate a set of reference
point model-style free parameters: degree of sensitivity of
reference points and a response mapping constant for
determining class activations.

Preliminary testing has shown promising fits to the classic
behavioral benchmark of the Shepard, Hovland, and Jenkins
(1961) six types of elemental category structures (dataset
from Nosofsky et al., 1994). This investigation also revealed
that the WARP model discovers more parsimonious
reference points when available: instead of always dedicating
each hidden node to a single input, WARP can develop
reference points that respond strongly to particular feature
correlations or unidimensional rules. In conjunction with
classic exemplar-style nodes, these feature detector-style
nodes allow the model to efficiently handle various and
complex category structures. The use of this multi-strategy
toolkit mirrors the diversity and flexibility of human category
learning (Ashby, Alfonso-Reese, & Waldron, 1998).

In addition to modeling human behavior, WARP has also
been initially tested for potential application as a classifier in
the domain of machine learning. Different parameterizations
of the model, while inappropriate for capturing the pace and
nuance of human learning, show highly rapid and efficient
performance on the iris flower benchmark dataset.
Interestingly, the model solves the classification problem
using discriminative prototypes that maximize distance to
competing classes while minimizing distance to the target
class. Continued investigations of the model are underway to
better reveal the nature and diversity of the solutions WARP
discovers for different types of classification problems; and
to determine the power of the model in addressing the goals
of psychological explanation and advancing Al.
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Introduction

Many hallmarks of human intelligence, such as generalizing
from limited experience, abstract reasoning and planning,
analogical reasoning, creative problem solving, and capacity
for language require the ability to consolidate experience into
concepts, which act as basic building blocks of understanding
and reasoning.

Examples of concepts include visual ("red” or "square”),
spatial ("inside”, "on top of”), temporal ("slow”, "after”),
social ("aggressive”, "helpful”) among many others (Rosch,
Mervis, Gray, Johnson, & Boyes-braem, 1976; Lakoff &
Johnson, 1980). These concepts can be either identified
or generated - one can not only find a square in the
scene, but also create a square, either physical or imaginary.
Importantly, humans also have a largely unique ability
to combine concepts compositionally (”red square”) and
recursively (”move inside moving square”) - abilities
reflected in the human language. This allows expressing an
exponentially large number of concepts, and acquisition of
new concepts in terms of others. We believe the operations
of identification, generation, composition over concepts are
the tools with which intelligent agents can understand and
communicate existing experiences and reason about new
ones.

Crucially, these operations must be performed on the fly
throughout the agent’s execution, rather than merely being a
static product of an offline training process. Execution-time
optimization, as in recent work on meta-learning (Finn,
Abbeel, & Levine, 2017) plays a key role in this. We
pose the problem of parsing experiences into an arrangement
of concepts as well as the problems of identifying and
generating concepts as optimizations performed during
execution lifetime of the agent. The meta-level training is
performed by taking into account such processes in the inner
level.

Specifically, a concept in our work is defined by an
energy function taking as input an event configuration
(represented as trajectories of entities in the current work),
as well as an attention mask over entities in the event.
Zero-energy event and attention configurations imply that
event entities selected by the attention mask satisfy the
concept. Compositions of concepts can then be created by
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simply summing energies of constituent concepts. Given a
particular event, optimization can be used to identify entities
belonging to a concept by solving for attention mask that
leads to zero-energy configuration. Similarly, an example of
a concept can be generated by optimizing for a zero-energy
event configuration. See Figure 1 for examples of these two
processes.

The energy function defines a family of concepts, from
which a particular concept is selected with a specific concept
code. Encoding of event and attention configurations can
be achieved by execution-time optimization over concept
codes. Once an event is encoded, the resulting concept code
structure can be used to re-enact the event under different
initial configurations (task of imitation learning), recognize
similar events, or concisely communicate the nature of the
event. We believe there is a strong link between concept
codes and language, but leave it unexplored in this work.

Description of events we consider and video results
of our model learning on these events are available at:
sites.google.com/site/energyconceptmodels
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Figure 1: Examples of generation and identification processes
for a ”square” concept. a) Given initial state x’ and attention
mask a, square consisting of entities in a is formed via
optimization over x!. b) Given states X, entities comprising a
square are found by optimization over attention mask a.

Method

Existence of a particular concept is given by energy function
E(x,a,w) € R", where parameter vector w specifies a
particular concept from a family. E(x,a,w) =0 when state
trajectory X under attention mask a over entities satisfies
the concept w. Otherwise, E(x,a,w) > 0. The conditional



probabilities of a particular event configuration belonging to a
concept and a particular attention mask identifying a concept
are given by the Boltzmann distributions:

ey
2

p(x|a,w) < exp {—E(x,a,w)}
p(alx,w) o exp{—E(x,a,w)}
Given concept code w, the energy function can be used for

both generation and identification of a concept implicitly via
optimization (see Figure 1):

= argmin E(x,a,w)
a

x(a) = argminE(x,a,w) a(x) 3
X

To learn concepts from experience grounded in events, we

pose a few-shot prediction task. Given a few demonstration

example events and initial state for a new event, the task is to

predict attention a and the future state x of the new event. We

Figure 2: Example of a few-shot prediction task.

follow the maximum entropy inverse reinforcement learning
formulation (Ziebart, Maas, Bagnell, & Dey, 2008) and
assume demonstrations are samples from the distributions
given by the energy function E and find energy function
parameters 6 via maximum likelihood estimation over future
state and attention given initial state. The resulting loss for a
particular dataset X is

LIIYIL(X’W) = ]E(x,a)~X [—logp (Xlaa | XO,W)}

Where the joint probability can be decomposed in terms of
probabilities in (1) and (2) as

logp (xl,a | xo,w) =logp (xl | a,wx) +logp (a | XO,Wa)

We use two concept codes, w, and w, to specify the joint
probability. The interpretation is that w, specifies the concept
of the action that happens in the event (i.e. “be in center of”)
while w, specifies the argument the action happens over (i.e.
”square”). This is a concept structure or syntax that describes
the event. The concept codes are interchangeable and same
concept code can be used either as action or as an argument
because the energy function defining the concept can either be
used for generation or identification. This importantly allows
concepts to be understood from their usage under multiple
contexts.

Experimental Results

We introduce a simulated environment and tasks for a
two-dimensional scene consisting of a varying collection of
entities, each processing position, color, and shape. We
observe the following properties:
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Concept inference in multiple contexts: An important
property of our model is ability to learn from and apply it in
both generation and identification contexts. We qualitatively
observe that the model performs sensible behavior in both
contexts. For example, we considered events with proximity
relations “closest” and “farthest” and found model able to
both attend to entities that are closest or furthest to another
entity, and to move an entity to be closest or furthest to
another entity.

Transfer between contexts: When our model trained
on both contexts it shares experience between contexts.
Knowing how to act out a concept should help in identifying
it and vice versa. We perform an experiment where we train
the energy model only in identification context and test the
model’s performance in generation context (and conversely).
We observe that even without explicitly being trained on the
appropriate context, the networks perform much better than
baseline of two independently-trained networks.

Sharing codes across contexts: Another property of our
model is that codes w, and w, for identifying concepts are
interchangeable and can be shared between generation and
identification contexts. For example, either turning an entity
red would or identifying all red entities in the scene would
ideally use the same concept of "red”. We indeed observe
that events which involve recognizing entities of a particular
color, the codes w, match the codes w, for setting entities to
that color and find similar correlation in the other events as
well.

Conclusion

We believe that execution-time optimization plays a crucial
role in acquisition and generalization of knowledge, planning
and abstract reasoning, and communication. In the current
work we used a simple concept structure, but more complex
structure with multiple arguments or recursion would be
interesting to investigate in the future. It would also be
interesting to test compositionality of concepts, which is
very suited to our model as compositions corresponds to the
summation of the constituent energy functions.
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The creative role of performativity
In our project the performance is a product of performativity.
Performativity is the cognitive ability to produce physical or
mental actions. Studying performance and studying
performativity sets different scientific activities. Studying
how to enhance performance belongs to the behavioral
science. On the contrary, studying performativity belongs to a
general cognitive procedure that must not be confused with
the description of behaviors, requiring instead a specific
theorization in the cognitive sciences. The aim of this
research project is to focus on the hypothesis that
performativity is not a property confined to certain specific
human skills, or to certain specific acts of language. Instead,
the executive and motor component of cognitive behavior
should be considered an intrinsic part of the physiological
functioning of the mind and as endowed with self-generative
power (Pennisi A., 2019; Pennisi A.-Falzone, 2016).
We believe that performativity has evolved alongside with
those natural selection processes which have led the human
species to develop articulated language and the embodied
simulation (Pennisi A.-Falzone, 2016; Falzone 2018). In such
framework, cognition is a form of mediated action rather than
the link between inner thought and overt behavior. According
to our model, thus, action is not the mere externalization of a
mental process, but is the process itself (Pennisi A., 2018 and
2019; Pennisi A.-Falzone, 2019; Gallese, 2019). Since such
process is carried out through the body, we think that the
species-specificity of the bodies occurring in nature paves the
way for every individual’s knowledge of reality.
Performativity as a physiological tool of cognitive creativity
has precise neural correlates and procedural properties.
From the point of view of procedures, performativity is a
cognitive property that arises from the absence of an
algorithm designed to carry out a given performance. Acting
in a non-planned way, learning by trial and error, applying
familiar behavioral patterns to new situations: these are just a
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few examples of what is performativity and of how it works.
Thus, performativity is intrinsically creative because its
nature is to face situations that cannot be solved by the
application of already known algorithms. In a nutshell,
performative creativity is a procedural system that is
somewhere between what Chomsky called “rule governed
creativity” and “rule-changing creativity”. Performativity
however bears a peculiar kind of creativity, which is different
from the one generated by the competence but still shares
some features with the latter: in fact, it is a fully embodied
and free-from-rules process that is carried out through trial
and error, that is to say it depends on the bodily practice
(locomotion, language, perception, etc.) made in everyday
experience (Pennisi A., 2019; Pennisi A.-Falzone, 2016;
Gallese 2018; Matteucci, 2018; Montani 2018). In functional
terms, hence, the brain is a powerful biological instrument
which permits continuous reorganization of the activity of
organisms. An incessant activity of biological agents that
move and act, that perceive and explore the world around
them through a network of sensors and nerves, whose
complexity of articulation is directly dependent on the
species-specific structure. This activity relentlessly stimulates
the rewiring of sensorimotor networks and remodeling of
cognitive interactions. Our mind is the result of this close
cooperation between the performative competence triggered
by sensory-motor systems and the readjustment of the
computational procedures of our deep brain to allow the
survival and growth in the fitness of individuals and the
entire species within environmental variation.

Insights from neurolinguistics

A large amount of literature has been devoted to the
aforementioned mapping process, carried out through both
brain imaging (Monchi et al. 2001, 2006; Nagano-Saito et al.
2008) and the study of the biochemical reactions involved in
the plasticity of synaptic processes (Thivierge et al. 2007; Ko
et al. 2013; Tamburrini-Prevete, 2018). Such researches have
demonstrated “that the caudate nucleus and the putamen are
particularly important, respectively, in the planning and the
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execution of a self-generated novel action, whereas the
subthalamic nucleus may be required when a new motor
program is solicited independently of the choice of strategy”
(Monchi et al. 2006, 257). Examining the biolinguistic
aspects of these discoveries in depth, Lieberman and his team
have shown that the neural circuits connecting different brain
parts during human speech exploit the putamen for
neuromotor control, changing “on the run” - that is, during
verbal action performance - “the direction of our thought
processes based on new stimuli such as the understanding of
meaning conveyed by the syntax of language” (Lieberman &
McCarthy 2007, 16).

Furthermore, a similar activation of brain motor
components is registered when language data are processed
in the absence of grammatically well-tested algorithms, such
as when a second language is learned (Klein et al. 1994), or
when a subject switches from listening to informal speech to
a more formal one (Abutalebi et al. 2007).

In short, the management of neurocerebral performative
strategies seems to be responsible for the most dynamic
processes of linguistic behavior. This kind of behavior needs
an attempt, or an active effort, that cannot be accomplished
only through the mechanical application of already known
and stabilized rules because it requires “the execution of a
self-generated action among competitive alternatives”
(Lieberman 2013, 80): an activity that is prolonged virtually
forever, after the first acquisition step of ontogenetic speech,
moving from mechanical physiology to the physiology of
thought.

This overall framework also explains why the paths of
speech often follow the hesitational phenomena of breaking
up, recomposition, reunion, syncretism, propositional
chiselling, semantic and lexical refinement: that is, all that is
stigmatized by Chomsky’s idea of performance as the deposit
of cognitive junk produced by externalization devices (to
repeat his words: “numerous false starts, deviations from
rules, changes of plan in mid course, and so on”, 1960, 530).
On the contrary, the most advanced neurolinguistic research
reveals the close interconnection between motor
performativity and the continuous reorganization of
propositional and abstract thinking: “the cortico-striatal
regions that regulate language comprehension also regulate
many aspects of behavior such as motor control and abstract
reasoning” (Simard, Monchi et al. 2010, 1092).
Evolutionarily, in fact, the performative motricity of thought
could have been decisive for understanding the subsequent
development of human language, “because it indicates that
our modem brains may actually have been shaped by an
enhanced capacity for speech motor control that evolved in
our ancestors” (Lieberman & McCarthy 2007, 16).

Schizophrenia as the realm of anti-performativity

Another field of research which supports our idea of
performativity is phenomenological psychopathology.
Authors like Sass (1992), Stanghellini (2004) and Fuchs
(2005), in fact, claim that one of the core symptoms of
schizophrenia is a sort of “disembodiment”, the onset of a
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problematic relationship between the patient and his own
body in which the parts of the latter become heavy, distorted
and even “stranger”. This peculiar kind of corporeity is
reflected in a total lack of fluidity in any patient’s
performance:  “patients frequently experience a
disintegration of habits or automatic performances, a
«disautomation». Instead of simply dressing, driving,
walking, etc., they have to prepare and produce each single
action deliberately, in a way that could be called a
«Cartesian» action of the mind on the body” (Fuchs &
Rohricht 2017).

Such schizophrenic tendencies might be described as the
attempt to apply procedural rules - algorithms - to the
everyday and well-mastered situations that make up our
“being in the world”, as the following words by a
schizophrenic patient show: “If I do something like going for
a drink of water, I’ve to go over each detail — find cup, walk
over, turn tap, fill cup, turn tap off, drink it” (Chapman 1966,
239). As we have already claimed (Pennisi G. 2018),
schizophrenia might be read as the disruption of the
mechanisms that make a performance efficient, namely the
selective target control, the softly conscious monitoring of
one’s bodily configurations and the implicit sense of body-as-
subject (Gallagher 2018).

Instead of having this tacit, self-transparent and immediate
relationship with their own bodies, patients often exercise a
thematic control on the latter that goes from repetitively
touching their own body parts — as if they try to verify if their
body still «belongs» to them — to the fragmentation of every
goal-related movement in many sub-movements, like in the
previous example. Schizophrenics’ inability to get in the flow
of the action is what makes such illness “the realm of anti-
performativity” (Pennisi G. 2018): this is why we think that
the study of the role of performativity on human cognition
cannot be separated from the phenomenological analysis of
psychopathologies.

Conclusion

In the light of the above, we will define performativity as a
constituent component of the cognitive processes. The
actions that we perform in the environment, in fact, allow us
to know both the surrounding world and our physical
possibilities. In such model, the body is not only the means
by which the individual explores and acts on the
environment, but the precondition for the development of any
cognitive ability.

Our intention is to validate our ideas on the role of the
body and on performativity by applying the interdisciplinary
methods of Cognitive Science. The issues we have raised, in
fact, not only are the subject of a debate between the
embodied/extended mind models and the mentalist
hypotheses carried out by cognitive psychology and
computationalism, but can only be clarified by providing an
overview of the scientific literature on psychopathology and
on cognitive neuropsychology.
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Introduction

As human beings we are social. All of us had to be
included in a group to survive; most of us highly desire to
live and collaborate with others on a daily basis. In this
paper we will try to show how our sociality (considered as
the inclination to live and collaborate with other co-
specifics) affects our creativity.

How sociality affects creativity

Creativity, in fact, means being yourself, seeing the world
in a way that is different from that of others. Each time that
we perceive the world, we collect or ignore some data, we
focus on something and neglect something else. Each
perception is a creative act and this is showed not only by
the Kanizsa’s triangle or other similar optic illusions, but
even by our spontaneous impulse to build our reality. When
we are in love, for example, we are more inclined to
interpret the gestures of our object of love in the direction
that we would like to be the real one. In this condition we
could easily mistake a wink aimed at the expulsion of a hair
from the other’s eye with a wink towards us. The thirst
makes us see the water even where it is not there. What we
call reality is an interspecific bargaining of the meaning of a
perception.

Our sociality can push us to creativity in many ways:
inviting us to solve problems, providing new information,
criticizing one of our acts of creation or even inviting us to
brainstorm. Societies also often reward creativity. But the
eureka, the act of creating a different way of thinking
something will take place only if we are able to go beyond
the conformity of our perceptions with those of others.

Working definition for “creativity”

Creativity is a very heterogeneous concept. Here we will
consider “creativity” as the ability to generate multiple
solutions to a problem.

This definition encompasses in the same category the
divergent thinking, insights and artistic creativity'.

" This last can be seen as the essay of the artist to resolve the
problem of representing his subjects.
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Creativity in autism

Autism is a neurodevelopmental disorder characterized by
persistent deficits in social communication and interaction
and restricted and repetitive patterns of behaviour, interests
or activities (APA 2013). Among the numerous
consequences of the disorder, there are the lack of
spontaneous symbolic play (Jarrold et al. 1993); anomalies
in imagination (Low et al. 2009); difficulties to understand
metaphors (Hobson 2012; Rumblad & Annaz 2010); very
poor dreamlike activity (Daoust et al. 2007). For these
reasons, subjects with autism are frequently considered less
creative than subjects without autism. I.e. Craig and Baron
Cohen (1999) described autistic creativity as a reality-based
creativity and opposed it to the imaginative creativity of
people without autism (Craig & Baron Cohen 1999).

The artistic productions of some savants with autism are
famous for their proximity to reality — i.e. Stephen
Wiltshire’s productions, or Nadia’s drawings (Selfe 2011).
However a lot of other productions of autistic subjects show
that the disorder doesn’t affect the imaginative creativity:
see i.e. Tammet (2008) or fig.1, which is a drawing made a
7 years autistic child.

t Moreover, also among those

_—" who show the reality-based style
{ﬁ ' of creativity described Craig &
g I Baron Cohen (1999), subjects
\ frequently solve problems in non-
conformist ways. le., Temple
Grandin managed to solve a major
technical  problem in  the

slaughtering of cows thanks to her
style of thought which is indeed
based on a reality-based form of creativity that is impossible
to artlessly catch for people without autism (Grandin 1995).
As we will try to show in the full paper, the lacking of
social affordances in subjects with autism greatly enhance
their creativity, making their professional or artistic
contribution very original for many fields of studies.
Subjects with autism, in fact, can think and imagine
things in different ways than that of the most part of the
population because they are less subject to perceptive and
psychological biases linked to human sociality. I.e. their
ability to make physical causation inference is superior than
that of the most part of the population; on the contrary

7/
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Figure 1



emotional and intentional inferences are more difficult for
subjects with autism than for the rest of the population
(Pennisi 2016).

Why not all subjects with autism are creative?

Unfortunately, neurodevelopmental  disorders are
frequently associated with a low QI. Below a certain 1Q, it is
rarely possible to express one's creativity in a way that is
comprehensible to others. Some talents sometimes manage
to emerge, such as in the case of Nadia (Selfe 2011), but
normally too low intellectual quotients do not allow the
expression of the creativity of one's own creativity.

For all those subjects with autism who have an average or
above average IQ, creativity is probably hidden where we
are not used to looking for it. The absence of social
motivation (Chevallier et al. 2012) turns into the habit of not
asking others to help solve their problems and not to receive
requests for help in solving problems. But in a world where
the rules of sociability are a far-off buzz, the need to solve
everyday problems requires the wuse of creativity.
IL.e., a child with autism who wants to open a door handle
too high for him could easily take the adult's hand next to
him and use it as a tool to open the door, rather than
explicitly asking for help. Certainly this is a not very
conventional way of 'using" the adult's arm.
Italian journalist Gianluca Nicoletti, father of a boy with
autism (Tommaso), tells how his son, interested in not
losing his favorite cassette during a move, was able to find a
way to identify the right tape in a mountain of identical
boxes (Nicoletti 2015). Nobody knows exactly what
strategy the boy used, but certainly it hides an attitude to
think and perceive the mountain of boxes in a totally
different way from the rest of the family. An ordinary child
would have simply asked the mother to remember for him
and she would have drawn something on the outside of the
box.

The point is that creativity is always linked to something

pre-existing. It is likely that, in the eyes of people without
autism, many tactics used by individuals with autism are
creative, whereas for Tommaso, the ability to locate the
cassette in the box was not an act of creativity, but just the
result of having followed his normal flow of thought, which
simply has characteristics different from that of most of the
population.
We all have a creative mind, but the pressure of sociability
pushes us to inhibit part of our potential in order to better
understand others and be better integrated into social
groups.

In the full paper we will try to prove our hypothesis by
providing a wider analysis of numerous case studies.

Conclusions

The study of autistic cognition is a precious source of
information on the usual functioning of human cognition. In
fact, it shows the link between attitude to sociality and all
the rest of cognitive processes. Autistic cognition teaches us
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that creativity is not an empyrean concept and that we are
always creative with respect to something else.

Creativity with respect to the usual ways of thinking is
the active effort to alter our usual flow of thought in order to
solve a problem that we are not able to solve with
previously used methods. Creativity with respect to society,
on the other hand, is a style of thought that deviates from
the one that is accepted by the rest of the group. In most
people the two things often coincide; but at any moment we
have the possibility of exerting an active effort to get rid of
a habit of thought and to create one that has not yet been
explored yet.

References

American Psychiatric Association., & American Psychiatric
Association. (2013). Diagnostic and statistical manual of
mental disorders: DSM-5. Washington, D.C: American
Psychiatric Association.

Chevallier, C., Kohls, G., Troiani, V., Brodkin, E. S., &
Schultz, R. T. (2012). The social motivation theory of
autism. Trends in cognitive sciences, 16(4), 231-239.

Craig, J., & Baron-Cohen, S. (1999). Creativity and
imagination in autism and Asperger syndrome. Journal of
Autism and Developmental Disorders, 29(4), 319-326.

Daoust, A. M., Lusignan, F. A., Braun, C. M., Mottron, L.,
& Godbout, R. (2008). Dream content analysis in persons
with an autism spectrum disorder. Journal of autism and
developmental disorders, 38(4), 634-643.

Grandin, T. (1995). Thinking in pictures: And other reports
from my life with autism. New York: Vintage Books.

Hobson, R. P. (2012). Autism, literal language and concrete
thinking: Some developmental considerations. Metaphor
and Symbol, 27(1), 4-21.

Jarrold, C., Boucher, J., & Smith, P. (1993). Symbolic play
in autism: A review. Journal of autism and developmental
disorders, 23(2), 281-307.

Low, J., Goddard, E., & Melser, J. (2009). Generativity and
imagination in autism spectrum disorder: Evidence from
individual differences in children's impossible entity
drawings. British Journal of Developmental Psychology,
27(2), 425-444.

Nicoletti, G., (2015). Una notte ho sognato che parlavi:
Cosi ho imparato a fare il padre di mio figlio autistico.
Milano: Mondadori.

Pennisi, P. (2016). Inferential abilities and pragmatic
deficits in subjects with Autism Spectrum Disorders. In
Pragmemes and Theories of Language Use (pp. 749-768).
Springer, Cham.

Rundblad, G., & Annaz, D. (2010). The atypical
development of metaphor and metonymy comprehension
in children with autism. Autism, 14(1), 29-46.

Selfe, L. (2011). Nadia Revisited: A Longitudinal Study of
an Autistic Savant. Hoboken: Taylor & Francis.

Tammet, D. (2008). Born on a blue day: A memoir of
Asperger's and an extraordinary mind. Anstey, Leicester:
F.A. Thorpe.



Author’s relevant publications

Capone, A., Falzone, A., Pennisi, P. (2018), Pronominals
and presuppositions in that-clauses of indirect reports, in
Capone, A., Garcia-Carpintero, M., Falzone, A. (editors)
(2018), Indirect Reports and Pragmatics in the World
Languages, Cham: Springer, pp. 227-242

Cazzato D., Adamo F., Palestra G. C., Crifaci G., Ruta L.,
Pioggia G., Pennisi, P., Leo M., Distante C., (2015,
November). Non-intrusive and calibration free visual
exploration analysis in children with Autism Spectrum
Disorder. In Computational Vision and Medical Image
Processing V: Proceedings of the 5th Eccomas Thematic
Conference on Computational Vision and Medical Image
Processing (VipIMAGE 2015, Tenerife, Spain, October
19-21, 2015) (p. 201). CRC Press. (ISBN
9781315642796)

Falzone, A., Gangemi, A., Pennisi, P., Fabio, R. A. (2015)
Correlations  Between  Linguistic =~ Phenotype and
GeneticAlterations in Rett Syndrome. «CEUR Workshop
Proceedings». 08/2015, Vol 1419, pp. 605 — 610

Pennisi, P. (2016), What the autistic style of drawing says
about the development of language?, in «Reti, saperi e
linguaggi», n. 10, anno 5, 2/2016 (ISSN 2279-7777)

Pennisi, P. (2018), Mente incarnata e linguaggio: la
dimensione aspettuale nella cognizione autistica,
«Lexia», gennaio 2018, nn. 27-28, pp. 465-492. ISSN:
1720-5298.

Pennisi, P. (2018), Our mind is still inside our skin, in
«RSL, Italian Journal of Cognitive Sciences», 1/2018 a. 7
(13), pp. 19-24, ISSN 1826-8889

Pennisi, P. (2019), “Personal reference in subjects with
autism”, in Capone, A., Carapezza, M., Lo Piparo, F.
(eds.). Further Advances in Pragmatics and Philosophy
Part 2 Theories and Applications, Cham: Springer

Pennisi, P. (2019), “Research in Clinical Pragmatics: The
essence of a new philosophy, the state of the art and
future research”, in Capone, A., Carapezza, M., Lo
Piparo, F. (eds.). Further Advances in Pragmatics and
Philosophy Part 2 Theories and Applications, Cham:
Springer

Pennisi, P., (2016) Inferential abilities and pragmatic
deficits in subjects with Autism Spectrum Disorders, in
Allan, K., Capone, A., Keckes, 1., «Pragmemes and
Theories of Language Use». Springer: Cham, pp. 749 —
768

Pennisi, P., (2016). Il linguaggio dell’autismo. studi sulla
comunicazione silenziosa e la pragmatica delle parole. 11
Mulino, Bologna, 2016 (ISBN: 978-88-15-26595-

Pennisi, P., (in press), “Happiness and unhappiness of
performative acts: second language acquisition and
psychopathological behaviors” in Pennisi, P.. Falzone A.
(eds.) The Extended Theory of Cognitive Creativity.
Interdisciplinary Approaches to Performativity, Cham:
Springer

Pennisi, P., (in press), “The contextual, enabling, and
constitutive role of physical experience in narratives”, in
Sinding, M. (ed.) Narrative, Cognition & Science

65

Pennisi, P., Tonacci, A., Tartarisco, G., Billeci, L., Ruta, L.,
Gangemi, S., Pioggia, G. (2015) Autism and Social
Robotics: a systematic review, «Autism Research», 2015.
Doi 10.1002/aur.1527



Language and event recall in memory for time

Yaqi Wang (yw1308@york.ac.uk)
Department of Psychology, University of York
York, YO10 5DD UK

Silvia P. Gennari (silvia.gennari@york.ac.uk)
Department of Psychology, University of York
York, YO10 5DD UK

Introduction

We remember and talk about events as unfolding over time.
When recalling a recent past event, we are often able to
recollect its duration and mentally reproduce its component
actions, as if replaying the event in our mind. However, key
aspects of duration memory are poorly understood, in
particular, how event memories map onto clock time and how
this mapping is modulated by language. Indeed, we do not
perceive and remember objective clock time, unless we pay
attention to clocks. Instead, we build event representations
that are not replicas of our experiences but are rather
temporally compressed, and thus do not often coincide with
the real time it took these experiences to unfold.

Here, we investigate the relationship between time,
memory and language by examining how people recall and
mentally reproduce (replay) events that were conceptualized
through language. We specifically ask two main questions.
First, what determines the duration and clock accuracy of
event reproductions from memory. Second, how these
reproductions are modulated by linguistic descriptions, thus
potentially leading to distorted reproductions.

LTI
L=

Figure 1: Stimulus example. The arrow indicates path.

In four studies, participants were first asked to study
cartoon-like animations accompanied by descriptive phrases
for a later memory test. The animations varied in duration
from 3-9s and showed geometric figures moving in a familiar
setting. Each animation was paired with one of two possible
descriptions implying either fast or slow-motion speed, for
example, grandma taking the bus to the hospital vs an
ambulance taking someone to the hospital (cf. Fig. 1). Thus,
the two phrases implied a shorter or longer event duration.
The descriptions provided critical information to understand
the animation, which would otherwise be unspecific as to the
nature of the moving object. After learning, participants were
asked to replay the animations in their minds exactly as they
occurred in their original time course when prompted with
either an animation frame or the corresponding description.
Participants clicked the mouse at the start and finish of their
mental replays. The reproduced or replayed duration was
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measured. Finally, they were asked to verbally recall as many
details as they could about each animation when prompted.

We hypothesized following Ornstein (1969) recall-based
account that the amount of information recalled would
explain duration memory over and above the influence of
stimulus duration and number of stimulus segments (Faber &
Gennari, 2017). Importantly, when the amount of exposure to
the same stimuli increases (as in Exps. 2 & 4), we expected
that more event information should be learned, and thus, the
reproduced duration should lengthen particularly for the
stimuli where reproduction accuracy could be improved.
Under this hypothesis, memory biases previously reported
(Roy & Christenfeld, 2008), such as the tendency to shorten
long events and lengthened short ones should emerge from
the information recalled: people remember proportionally
more information per time unit for short events, leading to
lengthened duration reproductions, whereas they remember
proportionally less information per time unit for long events,
leading to shortened reproductions.

Additionally, we hypothesized following interactive-
encoding accounts (Lupyan, 2008; Feist & Gentner, 2007)
that if verbal encoding distorts the initially encoded memory,
events described with slow-phrases should be mentally
reproduced as longer than those described with fast-phrases,
even when a visual-cue prompts event replay. Alternatively,
retrieval-based accounts (Alba & Hasher,1983) argue that
language should only play a role at retrieval, i.e., the effect of
descriptions should be observed only when descriptions
prompt replays.

Experiments 1 & 2: visually-cued event replays
after one and three stimulus viewings

Participants learned 21 animations alongside descriptions
either once in random order (exp. 1) or three times (3 runs
through the stimuli in random order, exp. 2). Mental replay
and verbal recall were cued by a visual frame. Separate pre-
tests determined stimulus characteristics (implied motion
speed, familiarity, number of segments, etc.).

Results indicated no influence of language on duration
reproductions. However, the event information recalled (as
measured by the number of words used in verbal recall)
modulated reproduced duration. As the number of words
recalled increased, so did the reproduced duration, over and
above the influence of stimulus duration and the number of
stimulus segments. Moreover, the extent to which reproduced
duration deviated from the clock stimulus duration (deviation
index = reproduced duration/stimulus duration) were



lengthened for shorter animations but were shortened for
longer animations, as previously reported (Fig. 2). A
deviation index of 1 indicates accurate reproductions, with
smaller or larger indices indicating under- or over-
reproductions. Moreover, more accurate reproductions
(closer to 1) were obtained in Exp. 2 compared to Exp. 1,
particularly for longer animations, where more details could
be learned with more exposure. This suggests that the number
of details recalled underpins duration reproductions.
Critically, the density of the details recalled (the number of
words recalled per seconds in an animation) explained
deviation indices. Thus, shorter animations were reproduced
as longer because more details were proportionally recalled
for them compared to longer animations, thus providing a
possible explanation for the temporal bias observed.

1

Figure 2: Reproduced duration and deviation index as a
function of the stimulus duration

Experiment 3 & 4: verbally cued event replays
after one or three stimulus viewings

These studies used the linguistic descriptions to prompt event
replays and verbal recall, instead of a visual cue. Note that
language may influence reproductions because participants
are unsure of what they saw after a single viewing. Thus,
testing deeper learning may reveal whether weak memory
traces play a role in language effects.

Rapmdsoad Duraton

Language Conditon

Figure 3: Reproduced duration as a function of language
condition and stimulus duration in Exp. 4

Results indicated that for one and three stimulus viewings,
there was a language effect. Slow-phrases led to longer
reproductions whereas fast phrases led to shorter ones across
all stimulus durations. This suggests that the memory
representation retrieved is combined with top-down
conceptual information present at retrieval, leading to a
biased reproduction. In addition, the density of the
information recalled predicted deviation indices (temporal
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bias), replicating exps. 1 & 2. Thus, both language and event
recall influenced replays, leading to linguistically and
temporally distorted retrieval.

Discussion

We investigated how event reproductions from memory were
modulated by event descriptions and the event information
recalled. Visually cued event reproductions did not vary as a
function of language, suggesting that language did not
modulate the way the animations were encoded or
subsequently retrieved. Instead, event memory was the main
source of information guiding duration reproductions, as
evidenced by the predictive role of the number of words used
in recall, over and above stimulus duration and segments.
Critically, irrespective of cue type, better learning led to
longer event reproductions for animations where accuracy
could be improved, consistent with the recall-based view.

Verbally-cued reproductions led to shorter or longer
reproductions according to the phrases, even after extensive
learning. The concurrent influence of recalled information
and language, therefore, suggests that the retrieved episodic
event representations were combined with linguistic
concepts, leading to hybrid event reproductions modulated by
both event memory and language.

In all experiments, shorter stimuli were lengthened, and
longer stimuli shortened, despite modulations by learning and
language. The deviation index in all studies was explained by
the information density recalled (the number of words
recalled per second). We argue that information density and
temporal biases stems from event perception and encoding
mechanisms: Information at event boundaries is recalled
better than within-event information (Zacks et al., 2007). In
longer events, which tend to have longer segments, more
within-segment information is forgotten, whereas for short
events, which have relatively short segments, more
information is proportionally retrieved.

Taken together, these results are consistent with both a
recall-based view of memory for duration and a retrieval
account of the role of language in memory.

References

Alba, J. W., & Hasher, L. (1983). Is memory schematic?
Psychological Bulletin, 93(2), 203-231.

Faber, M., & Gennari, S. P. (2015). In search of lost time:
Reconstructing the unfolding of events from memory.
Cognition, 143, 193-202.

Feist, M. 1., & Gentner, D. (2007). Spatial Language
influences memory for spatial scenes. Memory and
Cognition, 35(2), 283-296.

Lupyan, G. (2008). From Chair to “Chair: A
Representational Shift Account of Object Labeling Effects
on Memory. Journal of Experimental Psychology:
General, 137, 348-369.

Ornstein, R. E. (1969). On the experience of time.
Harmondsworth, England: Penguin.

Zacks, J., Speer, N., Swallow, K., Braver, T., & Reynolds, J.
(2007). Event perception: a mind-brain perspective.
Psychological Bulletin, 133(2), 273-293.



Evolution and efficiency in color naming: The case of Nafaanra

Noga Zaslavsky™!? (noga.zaslavsky @mail.huji.ac.il)
Karee Garvin* (karee_garvin @berkeley.edu)
Charles Kemp® (c.kemp @unimelb.edu.au)
Naftali Tishby!* (tishby @ cs.huji.ac.il)

Terry Regier’” (terry.regier @berkeley.edu)

'Edmond and Lily Safra Centre for Brain Sciences, Hebrew University, Jerusalem 9190401, Israel
ZDepartment of Linguistics, University of California, Berkeley, CA 94720 USA
3School of Psychological Sciences, University of Melbourne, Parkville, Victoria 3010, Australia
“Benin School of Computer Science and Engineering, Hebrew University, Jerusalem 9190401, Israel
3Cognitive Science Program, University of California, Berkeley, CA 94720 USA
*Contributed equally

Keywords: language evolution; efficient

communication; information theory

color naming;

Many theories hold that languages acquire new color terms
with time, resulting in finer-grained color naming systems
(e.g. Berlin & Kay, 1969; MacLaury, 1997; Levinson, 2000).
More recently, it has also been claimed (e.g. Lindsey et
al., 2015; Regier et al., 2015; Gibson et al., 2017) that
this historical evolutionary process, and color naming more
generally, are shaped by the need for efficient communication
— that is, the need to communicate accurately, with
a simple lexicon. Zaslavsky et al. (2018) [henceforth
ZKRT] showed that an independent information-theoretic
principle of efficiency, the Information Bottleneck (IB)
principle (Tishby et al., 1999), explains much cross-language
variation in color naming, and they hypothesized that color
naming systems evolve under pressure to remain near the
theoretical limit of efficiency. However, most research
concerning the evolution of color naming, including ZKRT,
has been based on synchronic cross-language comparisons,
rather than on diachronic data.

Here, we examine color naming evolution using diachronic
data for a single language: Nafaanra, a Senufo language
spoken in Western Ghana. Color naming data for Nafaanra
were first collected in 1978 in the village Banda Ahenkro,
as part of the World Color Survey (WCS, Kay et al., 2009).
The data revealed a 3-term system with terms for light/white,
dark/black and red. ZKRT found that 93% of the WCS
systems, including this one, are near-optimally efficient in
the IB sense. Nafaanra data were collected again in Banda
Ahenkro by one of us (K.G.) in summer 2017, and revealed
a 7-term system. The three terms from 1978 are still used
but they now name smaller categories, and there are also new
terms for (roughly) yellow, green, blue and purple. These
findings are consistent with the claim that languages add
new color terms with time. To investigate whether Nafaanra
had changed under pressure to remain efficient, we analyzed
the 2017 system in the same way ZKRT had analyzed the
1978 system. We found that the 2017 Nafaanra system, like
the 1978 system, lies near the theoretical limit of efficiency,
and that this outcome would be unlikely without pressure
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for efficiency. To our knowledge, this is the first evidence
that directly supports the proposal that color naming evolves
under pressure for efficient communication. How broadly this
finding generalizes across languages and domains (Regier et
al., 2015), and how efficiency interacts with other factors such
as language contact, are questions for future research.
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Abstract

People spontaneously collaborate to solve a common goal.
What factors affect whether teams are successful? Due to
lack of large-scale naturalistic data and methods for investi-
gating scientific questions on such data, previous work has ei-
ther focused on very concrete cases, such as surveys of busi-
ness teams, or abstract cases, such as GridWorld games, where
agents coordinate their movement so that each agent can get to
their own goal without obstructing other agents. We propose a
computational framework based on the multivariate Hawkes
process and a novel algorithm for parameter estimation on
large data sets. We demonstrate the potential of this method
by applying it to a large database of programming teams, pub-
lic GitHub repositories. We analyze factors known to influence
team performance, such as leader organization style and team
cognitive diversity, as well as other factors, such as the bursti-
ness of effort, that are difficult to test using existing methods.
Keywords: Collaborative cognition; Hawkes process; Organi-
zational psychology; Bayesian nonparametrics

Introduction

People naturally form groups to collaborate towards a com-
mon goal. We coordinate to navigate the world (Ho et al.,
2016), to protest inequalities (Korkmaz et al., 2018), to in-
crease efficiency and well-being (Simon, 1991), to solve
problems (Miller, 1951) and crises (Militello et al., 2007),
to conduct science (Wuchty et al., 2007) and for many other
goals. Previous work on collaborative cognition tends to ei-
ther focus on case studies, such as using surveys of company
employees (Kozlowski & Ilgen, 2006), or abstract situations,
such as game-theoretic analyses of whether to cooperate or
defect in the Prisoner’s Dilemma (Rand & Nowak, 2013).
Although these methods have been drastically increased our
understanding of collaboration and competition (e.g., what
mechanisms promote cooperation in competitive scenarios;
Kleiman-Weiner et al. 2016; Rand & Nowak 2013), there is a
need to bridge this gap. In this paper, we propose a large-scale
natural data set and computational framework for analyzing
human collaboration.

Technical approaches for theoretical development, concep-
tualization, and modeling of collaborative cognition come in
many forms, each with specific strengths and weakness. For
example, agent-based simulation can represent individuals in-
teracting in dynamic network structures, but suffer from is-
sues, such as computational difficulties in scaling the number
of agents to realistic numbers, the number of free parame-
ters (whether in model choice or explicit parameters), what
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the right level of abstraction should be, and how to evaluate
them with respect to empirical data. This methodology has
been extremely powerful, for example, it is unclear we would
have discovered without these models that cooperation in the
Prisoner’s Dilemma can emerge from natural selection when
the agents play according to how they are networked (Oht-
suki et al., 2006). But due to the simplifications, it is unclear
whether this approach can be applied to any phenomena of
interest (Louie & Carley, 2008).

In this paper, we focus on one aspect of collaborative cog-
nition: how teams act as if they are a single mind when solv-
ing a common task (Searle, 1995; Bacharach et al., 2006).
There are two major challenges facing collective cognition
research on this perspective: (1) a lack of naturalistic data
of real-world problems in the process of being solved and
(2) a lack of formal methods for evaluating such data, which
are richly-structured discrete data over continuous time (Ko-
zlowski et al., 2016). For example, recent work has ex-
plored how pairs of agents can learn to coordinate and gen-
eralize their coordination in ”Grid Worlds” — an environment
consisting of a grid, two circle avatars in the grid, and two
goals that the avatars try to get to without impeding each
other (Austerweil et al., 2016; Ho et al., 2016). To ad-
dress the first problem, we propose analyzing projects (called
repositories) on GitHub, an online social coding platform,
as a source of large-scale, naturalistic data of humans self-
organizing towards solving a common goal. To address the
second problem, we propose using the multivariate Hawkes
process (Hawkes, 1971), a Bayesian nonparametric process,
that, unlike Poisson processes, can capture the bursty nature
of work on GitHub. To do so, we derive a novel approxima-
tion technique that can estimate parameters for a set of richly
structured discrete data.

Introduction to GitHub

GitHub is an online social coding platform. Users can create
projects, called repositories, which are publicly accessible. It
is built on the decentralized software version control platform
git. Each git user of a repository has a full-fledged version
of the project and full control of their local version. They then
can share their changes to others working on the project who
can decide whether to merge them into their own repository.



Given how decentralized projects managed by git are and
the importance of clear leadership for project success in some
tasks from empirical research in Industrial and Organizational
Psychology (Kozlowski & Ilgen, 2006; D. Wang et al., 2014),
one may be surprised that GitHub is one of the most popular
platforms for collaborative programming projects. This is be-
cause GitHub affords coordination with other team members
in a few ways. (1) Only some members are “owners” of the
repository, who are allowed to accept proposed changes to the
project (any owner can make another member an owner — the
original creator is the first owner of the repository), (2) a set
of Events that keep track of actions taken by each member
to global repositories, and (3) conversations through differ-
ent media, such as e-mail lists or Reddit. Although the third
method of coordinating is important, we leave it for future re-
search. We will focus on repository ownership and events to
analyze collaborative cognition on GitHub.

There are six main types of Events that we fo-
cus on: CreateEvent, ForkEvent, DeleteEvent,
PullRequestEvent, PushEvent, IssueEvent, and
WatchEvent. Every event is stored with the time when
it occured. Some event types have subtypes that enable
team members to discuss the event. A CreateEvent
occurs when someone creates a new repository or (more
commonly) creates a new “branch”, which is a copy of the
project attached to the main one. Branches are often used to
prototype new features. Sometimes the prototype works and
a team member proposes incorporating it back into the main
project, which is a Pul1lRequestEvent (an owner then either
accepts or rejects the merger, sometimes after comments
from different members). Sometimes the prototype does
not work, in which case it gets deleted, which is catalogued
by a DeleteEvent. A PushEvent occurs when someone
updates a file in the main public repository. Team members
that discover problems or want to raise other issues can do so
with an IssueEvent. Finally, anyone interested in a project
can get regular updates to any changes by “watching” the
repository. Whenever a new person watches the repository, a
WatchEvent occurs. Although these events do not catalogue
all work by a team, they provide a lot of information about
how team members collaborate and develop a project. We
will analyze them to test theories of collaboration, but first
we present our computational framework.

A Computational Framework for Teamwork

We formulate our model as a Bayesian nonparametric Point
Process. It is a multivariate Hawkes process, where the di-
mensions correspond to the different types of Events and
marks correspond to the properties of the Event. For exam-
ple, an IssueEvent will be one dimension in the multivariate
Hawkes process, and values of the IssueEvent (such as the
user, the repository, etc) are all part of the mark.

In this section, we first define Stochastic Marked Non-
Homogeneous Poisson Point Processes. Next, we define the
univariate Hawkes process with a simple mark. Then, we for-
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mulate a multivariate Hawkes process. Throughout, we will
introduce notation that will become increasingly catered to
the special case of modeling GitHub.

Stochastic Marked Non-Homogeneous Poisson
Point Processes

A Marked Point Process is a sequence of marked random
points, where each point H; = (t;,¢;);=1_... is composed of a
continuous-valued time value (t; € R, positive real numbers)
and a mark (e; € ‘E, an arbitrary event space E). For the spe-
cific case of modeling GitHub, marks are multivariate points
taking values in the space, {1,2,...,E} x {1,2,...,U} x
{1,2,...,R}, where E is the number of Event Types, U is
the number of agents, and R is the number of repositories. !
The framework allows for observed mark types to influence
the rates of EventTypes, which will be important for captur-
ing dependencies betweeen EventTypes. For example, a Pu-
shEvent is more likely after a CreateEvent then a WatchEvent.

A Non-homogeneous Marked Poisson Point Process is a
special case of a Marked Point Process, where the number of
points in a period of time [a, b] is Poisson distributed with pa-
rameter [”A(r)dz. () is an intensity function or the instan-
taneous rate for points to arrive at time ¢. To capture relations
between EventTypes, agents, and repositories, Ag(7) will be
dependent on 8 = (e,u,r), which corresponds to the rate of
users u# producing events of type e in repository r. The in-
teractions between the stream of events for users in different
repositories can be distributions other than Possion. They are
defined as appropriate for the domain, which is how we will
include psychologically-based representations in future work.
For this article, we assume each repository, event types, and
users are marked processes with empirical distributions ex-
tracted from real repository data.

Multivariate Hawkes Process with Agent Types,
Repositories, and Communities

In the models discussed above, all events arrive indepen-
dently, either at a constant rate (for Poisson process) or gov-
erned by an intensity function (for the non-homogeneous
Poisson processes). In both cases, they are independent of
events that previously occurred. However, in social environ-
ments, the arrival of an event increases the likelihood of ob-
serving events in the future. To model this phenomena we use
a Hawkes Point Process with a self-exciting kernel in which
an event arrival explicitly depend on past events (Hawkes,
1971). A Point Process is a Hawkes Process if the conditional
intensity function A, (¢t|H; = (t;,€;)i=1....) is:

A (1) =AM (t|Hy,. .. Hy) = Ao (1) + Z o(t—1;B) (D)

>t

ITechnically, the number of users and repositories are random
variables themselves. Then the second and third dimension of the
mark would each be counting processes. U(t) could encode the
number of users at time ¢ and the probability of a point having a
value on the second-dimension beyond U () is null. The same can
be done for repositories.



where A.o(f) is the repository intensity based on prior or
exogenous information. The events generated from A,.o(¢)
are called immigrant events. Note that when ¢ = 0, we re-
cover a Poisson Process. 0(t;P) is a kernel function and typ-
ically decays with increasing ¢ and P are its parameters. The
most common decay function is the scaled exponential tak-
ing the following form: ¢(z;a,®) = awexp{—wt}, where
B=(a,m), o >0and ® >0 and oo < ®. Another widely
used kernel for modeling social behavior is the power-law
function: 0(¢;0,m,y) = oz +v) M1, where . >0, y> 0,
n > 0and o < My

After observing an event, the intensity is large for some
time and then decays to zero. Thus, more recent events influ-
ence the current event’s intensity more than older events. This
results in a self-excitatory process, where bursts of points in
a small time period lead to a large increase in intensity in
that region. By defining ¢(¢) differently, it is also possible
to capture self-inhibiting processes (Yang et al., 2015), which
will be important in capturing an user waiting for other users
(e.g., respond to an IssueEvent). Both properties violate
the memoryless property, and thus, Hawkes processes cap-
ture a broader set of Point Processes then standard nonhomo-
geneous Possion Processes.

As our model is multi-user, multi-event and multi-
repository we will use the multivariate formulation of the
Hawkes process. The basic assumption behind the multivari-
ate Hawkes process is that the arrival of an event in one di-
mension can affect the arrival rates of events in other dimen-
sions according to some generative process. The specification
of the generative process can be as richly structured as appro-
priate for the domain. This enables analysis of structured dis-
crete data over continuous events. We model this dependence
in the following manner: each repository is a Hawkes process,
the Hawkes processes for repositories are interdependent, and
the event types and users as marks. In this paper, we use pair-
wise correlations to capture repository interdependence and
the joint probability of pairs of Event Types is estimated from
our data set.

Using an exponential kernel function, the conditional in-
tensity A (¢) is:

M) =ho(t)+ Y 000 rexp(o, (£ 1)), (2

it >t

where o, , is an interactivity matrix defining how the r; di-
mension influences the r dimension given the values of fea-
tures across the different dimensions at time . We approx-
imate this matrix via maximum likelihood estimation. The
likelihood of repository r with parameter set B = (o, ®) and
Ag is (Ozaki, 1979):

T N i
I, =exp {_/o A (1] {tj}ljv=1)dt} ,-I;ler(m {tj}lj;ll) )
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and the log-likelihood, with some simplification, is:

N
logl({t:} ) == AroT + Y o (exp(—op(T 1) — 1)
i=1

N
+ Y log (Ao + 0t00,Q,(i))
i=1
where Q. (i) = Y <, exp(—0,(t;— 1)), Vi > 2 and Q,(1) = 0.
Unfortunately we cannot optimize the log-likelihood di-
rectly, because the curvature vanishes. So, we estimate the
parameters by extending a version of Maximum a Poste-
riori Expectation Maximization (Zipkin et al., 2016). Let
T = (1;) be the sequence of actions performed on a repos-
itory and M = M;; be a branching matrix of an immigrant
event, where M;; = 1 if event i is an offspring of event j.
M is the causal cascade structure of sequence of actions per-
formed in a repository. Let p (Y;F) be a prior on Y = (1,0)
with hyperparameter F'. We perform MAP estimation us-
ing the EM algorithm to maximize the event stream poste-
rior, p (Y|t,M) =< p(t,M|Y)p(Y|F). Let logP(t,M|Y,F) =
log p(t,M|Y) + log p(Y|F) be the event stream probabil-
ity. We decompose the first term in the following manner:
logp(T,M|Y) = £,(ho,T) + £,(M,7) + £5(N,T) where

£1(Xo,7) —MoT + b(loghy +1ogT) — logm!
€M7 = —n®n)+) di®(n)—logm!
£5Mm1) = Y Mi;[logo(t; —1;:68) —log (8)]

ij
where m = Y,; M;;, mj = ¥, ;M;j, and ®(M) = [” 0(£;m)dt.

log p(t,M;Y) = —AgT +mloghy+ blogT —log(m!)+
Y [—@(n) +m;log ®(n) log(m;!)]
i
+Y Mijlogo(s; —1;:m) —log (1)
ij
In the E-step of the MAP EM algorithm, we compute the cur-
rent distribution over M. As M is a matrix of branching vari-
ables, each is Bernoulli and so M can be expressed as the
expected branching matrix P = [p;;| based on the data T and
our current parameter estimate Y*. The expected branching
matrix at each iteration is P! = E[M|t,Y*]. In the M-step,
we update our parameter estimate to maximize the expecta-
tion of the event stream posterior log-likelihood:

Y = argmaxE[£(t, M; Y, F)|M = P**!]
Y

= argmax(E[log p(7, M: Y)|M = P (Eflog p(Y, F)))

We use a Gamma prior on o and ®, with parameters (s,?)
and (u,v), respectively. Extending the method in Zipkin et al.
(2016), the EM update steps can be derived using the immi-
grant/offspring interpretation. The ith event is either an immi-
grant or an offspring of one of the previous events. The prob-
ability that the ith event is an immigrant event is proportional



to AL, while the probability that it is an offspring of event j for
J < iis proportional to the kernel function ¢(#; —¢ j;(xk ,0b).
The E-step update then is

ket 1 Akl(i) fori=j
PEH = A%O-)(P(ti_fj?akvmk) for j <i “4)
0 otherwise
where the normalization factor is A%(i) = A5 +

Y j<i0(titj; 0, 00 ). Finally the M-step is
1

k+1 . — Pil§+1

T4

k+1
ot — ):J'<iPij +s-1
Y P 1)) +v

Analyzing Teamwork on GitHub

We now present how GitHub can be used as a naturalistic,
large-scale data set and the Hawkes process to analyze the
dynamics of collaborative cognition. We used a data set of
events from public repositories on GitHub at the start of mid-
night on March Ist 2017 to 11:59pm on August 31st 2017.
We retrieved 456,195 events across 8,083 repositories.

One issue is that not all repositories are collaborative
projects. For example, many repositories are used for web
pages, software tutorials (e.g., learning how to fork reposito-
ries), and other personal usage. Further, many projects be-
come inactive and abandoned without being deleted. We fol-
low best practices for studying GitHub repositories from pre-
vious work in computer science (Kalliamvakou et al., 2016)
by filtering repositories according to the following criteria:
(1) there are at least 10 Events (not counting WatchEvent) in
the data set, and (2) at least three unique active” users. We
define an active user of a repository to be someone who had
at least one CreateEvent or PushEvent with it. Using these
criteria, our filtered data set was comprised of 390,277 events
across 1,235 repositories. This leaves us with 86% and 15%
of the total events and repositories, respectively.

Are Hawkes Processes Really Necessary?

Before testing collaborative cognition hypotheses, we pro-
vide some justification for using a more complex process,
a Hawkes process, rather than a standard Poisson process.
From a qualitative perspective, Figure 2 shows the stream
of events over time from a representative project and the best
fits from a Poisson process and a Hawkes process using an
exponential and power-law kernel. Due to its memoryless-
ness property, the Poisson process is simply unable to recre-
ate the bursty dynamics of the event stream. For our data,
the Hawkes process with an exponential kernel provides the
best qualitative and quantitative fit. Thus, for the remainder
of the paper, we only consider the Hawkes process with an
exponential kernel. A quantitative comparison of the model
fits is computationally challenging due to the large number of
repositories. Thus, we approximated by calculating the root

ot = L P s = 115)

(6)
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Figure 1: The repository intensity (u) of the Hawkes Process
as estimated from the GitHub data. It corresponds closely to
the productivity of the repository.
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Figure 2: A representative GitHub event stream and samples
from a best-fit Poisson Process and Hawkes Processes with
an exponential and a power-law kernel.

mean squared error (RMSE) of 200 randomly sampled repos-
itories and then 200 randomly sampled events within each of
those repositories. The approximate RMSE for the Hawkes
and Poisson processes were 7.27 and 11.81. Further, Figure
1 the number of watch events is closely related to the esti-
mated repository intensity (p = 0.66,p < 0.001), validating
our novel estimation procedure.

Testing collaborative cognition

We now turn to testing three different phenomena in collab-
orative cognition and assess how they affect performance:
leadership organization style, diversity, and event dynam-
ics. There is no clear definition of what makes a reposi-
tory successful on GitHub (especially one that can be auto-
matically applied to all repositories). We use the number of
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Figure 3: Shared leadership is more successful.

WatchEvents for a repository in the six month period as a
measure of project success. When a person chooses to watch
a repository, it means they receive regular updates on any
changes to the repository. These are people who are inter-
ested in the progress of a project, but do not necessarily con-
tribute to it. In fact, they probably do not, as previous work
found that only about 5% of people who watch a repository
end up contributing to it (Sheoran et al., 2014).

Leadership organization style. Previous survey studies
and meta-analyses of them have found that shared leader-
ship (what we call "horizontal”) is positively associated with
group performance (D. Wang et al., 2014). We test whether
this relationship holds in our large-scale, naturalistic collab-
oration data set. Team members in a repository are split into
two groups: owners and users. Users can create their own
version of a project and build on it on their own. However,
they can only propose changes to the global repository (or
the team’s project). We define leadership style as the per-
centage of active users who are not owners that work on the
project. Lower scores imply a vertical leadership style, where
only a few team members are leaders. Larger scores imply
a horizontal leadership style, where most team members are
leaders. As shown in Figure 3, most teams are horizontally
organized and there is a strong positive relation between hor-
izontal organization and performance (p = 0.60, p < 0.001).

Cognitive Diversity. How does the diversity of roles
within a team affect performance? Recent work found that
diversity of roles (cognitive diversity) is positively related to
team creativity when there are leaders that serve as role mod-
els for other team members, but negatively associated other-
wise (X.-H. Wang et al., 2016). Given that we found higher
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Figure 4: Teams with less cognitive diversity are more pro-
ductive. The cognitive role of a team member was quantified
as the distribution of event types that they produced.

performance in programming projects when the leadership
style was more distributed, we expect that cognitive diversity
may hurt productivity on GitHub, rather than enhance it.

To assess the role of cognitive diversity in team perfor-
mance on GitHub, we quantified the similarity between two
users as the inner product of the distributions of events pro-
duced by each user across all repositories. The diversity score
of a repository was defined to be the average pairwise simi-
larity of active repository users. Due to computational con-
straints, for repositories with many users, we approximated
the quantity by averaging 10,000 randomly selected pairs of
users. Figure 4 shows that teams with less diverse roles per-
formed better (p ~ 0.60, p < 0.001).

Bursts. Are particular leadership organizations related
with differences in how bursty the team’s progress is on the
project? Is burstiness related to performance? Thanks to the
Hawkes process formalism, we can address this question by
examining the relation between leadership style and the fit o
parameter associated with the repository. Interestingly, Fig-
ure 5 shows that more centralized leadership organization is
associated with burstier progress (p =0.39, p < 0.001). How-
ever, burstiness has only a very weak effect on performance
(p =—0.13, p < 0.001). Note that this analysis was only pos-
sible to conduct due to the computational formalism for ana-
lyzing teamwork presented in this paper.

Discussion, Limitations, and Conclusions

In this article, we proposed, validated, and used a novel com-
putational framework for analyzing large-scale real-world
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Figure 5: More vertically organized leadership styles are
burstier.

collaboration data: The Multivariate Hawkes Process. We
demonstrated how it can be used to test constructs in col-
laborative cognition. For example, we found that horizontal
leadership structures were more successful. This may be spe-
cific to programming projects that naturally break into differ-
ent pieces that can be worked on individually and integrated
later. Future work will need to follow up on this and the other
findings

As a proof of concept, we made a number of assumptions
and simplifications. We assumed the only relation between
events and teams are pairwise correlations. Further, we ig-
nored an event’s content, focusing on statistical patterns. In
future work we plan to extend our work to address these lim-
itations and incorporate social and cognitive principles (e.g.,
scripts for how events usually occur on GitHub; Schank &
Abelson 1977), and examine whether the framework general-
izes to analyzing other social domains (e.g., Reddit). Recent
work suggests cognitive structures, such as shared memory,
are essential for understanding team performance (DeChurch
& Mesmer-Magnus, 2010). Additionally, we assumed that
our results generalize to all task types solved by teams. How-
ever, psychologists have organized task types into ontologies
(Wildman et al., 2012), and we plan to examine whether our
results generalize across tasks. Shared programming projects
may lend themselves more naturally to distributed, horizontal
leadership structure, whereas a clear leader or established or-
ganizational identity may be needed to solve other tasks, such
as putting out a fire (Mesmer-Magnus et al., 2018).

Our computational framework is built using probabilistic
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modeling. This enables us to conduct principled analyses
that would otherwise be difficult or impossible in other frame-
works. Recent work has analyzed determining automated in-
terventions on social media using a similar probabilistic mod-
eling framework (Farajtabar et al., 2017). For example, using
point processes and Markov decision processes, Farajtabar
et al. (2017) created a method for mitigating the spread of
Fake News through online social networks. We are excited to
adapt these techniques into our framework, which would en-
able us to see how intervening on GitHub repositories (e.g.,
stopping support for TensorFlow) or counterfactual questions
(e.g., how would machine learning applications be affected if
TensorFlow were never made public).
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Abstract

In a simple transcription task in which sections of Java program
code are copied by freehand writing, it is demonstrated that
chunk related temporal signals are sufficiently robust to permit
the measurement of programming competence. An experiment
with 24 participants revealed that the number of views of the
stimulus per trial and the duration of writing per stimulus view
are both strongly correlated with independent measures of Java
competence.

Keywords: Chunking, program comprehension; competence
measurement; transcription.

Introduction

Chunking (Miller, 1956; Cowan, 2001) underpins cognition
in tasks that involve information of any complexity. Many
phenomena are explained by the notion. For instance, at a
long timescale, chunk acquisition explains many of the ele-
vated abilities of experts over novices (e.g., Chase & Simon,
1973; Egan & Schwartz, 1979). At medium timescales,
learning relies on the acquisition of chunks (Gobet et al.,
2001). The organization of chunks changes during learning
with the accretion of new chunks and the restructuring of net-
works of chunks. At short timescales, the structure of chunks
in memory is one substantial factor in the control of routine
sequential behaviour, such as the writing of memorised sen-
tences (Cheng & van Genuchten, 2018) or the drawing of ge-
ometric diagrams (Obaidellah & Cheng, 2015).

All this suggests that it should be feasible to assess a
learner’s understanding or competence in a particular
knowledge domain by evaluating behavioral measures that
are dependent on the underlying structure of that learner’s
chunk network. And that such assessments can be done using
simple production tasks, such as the written transcription of
text or formulas, or the copying of diagrams.

Various studies have shown that certain measures of the
distribution of the durations of inter-stroke pauses provide
feasible measures of competence (Cheng, 2014, 2015; Cheng
& Rojas-Anaya, 2007; van Genuchten et al., 2009; Zulkifli,
2013). An inter-stroke pause is the time that the pen is off
the paper between written strokes, which provides measures
at times scales in the range of 100 ms to 1 second . These
studies typically used simple transcription tasks, in which the
participants copied simple stimuli in each trial, such as a
mathematical equations or one English sentence. Strong cor-
relations with independent measures of domain comprehen-
sion were found. Further, the relative difficult of stimuli were
clearly related to the magnitude of the pause measures. These
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findings were obtained across diverse domains (algebraic for-
mulas and natural language), classes of users (children and
adults) and interface media (pen on paper and on screen
mouse driven symbol selection).

Pause measures in typewriting, keystroke logging, have
been used extensively to study writing behaviour and perfor-
mance (e.g., Spelman Miller & Sullivan, 2006), but this re-
quires the aggregation of relatively large amounts of data in
order to find effects. Also, our pilot experiments have shown
that individual differences, such as variations in typing strat-
egy and skill, tend to obscure the temporal chunk signals. So,
inter-keypress pause measures do not appear to be reliable.

What other behaviors might provide strong and robust tem-
poral chunk signals that can serve as a measure of compre-
hension? Can the scope of chunk-based measures of compre-
hension be extended to other domains beyond mathematics
and natural language? The present experiment addresses
these questions.

As chunking is important in the doing and learning of pro-
gramming (e.g., Shneiderman, 1976; McKeithen, et al., 1981,
Pennington, 1987), here we will focus on the assessment of
learners’ comprehension of programming code, specifically
Java. Some studies have used response times to study pro-
gramming comprehension in whole tasks, such as sets of mul-
tiple choice questions, lasting minutes (e.g., Adelson, 1981,
1984; Ye & Salvendy, 1996). Here, the focus is on the time
required for component activities within a task, rather than
overall task time, and the examination of process durations
that may directly depend upon the chunks possessed by par-
ticipants.

Again we will use a transcription task, as in the experi-
ments cited above. In those experiments, typically, the stim-
ulus was presented on a card or computer-screen placed near
a writing tablet, so that the participants could switch their
gaze between the stimulus and the tablet. In this experiment
we will record when the participant switches between the
stimuli and tablet using a participant-driven “hide-show” in-
teraction method. The stimulus appears on the computer
screen when the participant holds down a special button. To
write the participant must release the button and the stimulus
is masked. This extends the repertoire of techniques that may
be used to assess chunk structures with a method that targets
the processing of several chunks, at a 10 s timescale, which
contrasts to the previous methods that analyse elements
within a single chunk.

This method makes available various measures: (a) view-
numbers — the total number of views of the stimulus in a trial;



(b) writing-times — the time spent writing between two suc-
cessive views; (c) view-times — the duration of each look at
the stimulus.

Various predictions can be derived for these measures. Ex-
perts perceive the stimuli using larger chunks than novices.
Assume that working memory capacity for chunks does not
vary substantially with expertise, which is plausible given
that transcription is a relatively complex task (Cowan, 2001)
rather than a simple decision making or capacity test (Miller,
1956). So, as the size of a stimulus is fixed, we predict:

Hl1) View-numbers: the number of views of the stimulus in

a trial will be less for more competent participants.
As more competent participants’ chunks contain more con-
tent, we predict:

H2) Writing-times: the duration of written responses after
each stimulus view will be longer for more competent
participants.

This assumes that writing speed is independent of expertise
in the target domain, which is plausible for adult participants.
Now, as the time to perceive a chunk is approximately con-
stant (Chase & Simon, 1973), and if the number retained per
view is independent of competence, then we predict:

H3) View-times: the time spent on each separate view of
the stimuli will not be directly related to competence.

Frequently used components of Java are introduced earlier
during instruction, so we predict:

H4) The performance on basic stimuli will be superior to
advanced stimuli, with fewer view-numbers and
longer writing-times, but no impact on view-time.

Note that H3 is framed negatively, so care is required to
interpret data that might support it. In particular, the magni-
tude of other effects must be strong so that the likelihood of
the absence of an overall view-time effect is not merely due
to lack of statistical power. The underlying pattern of view-
time data can also be examined for supporting evidence.

Clearly, the predictions depend on some strong assump-
tions, so unless the effects of chunking produce substantial
temporal signals, no effective measures of competence will
be obtained.

Method

The experiment was conducted at the University of Sussex
with approval from the Science School’s ethics committee.

Design

The experiment is a within participant design with each per-
son transcribing basic and advanced sections of Java program
code. The order of these trials was counter-balanced. The
trials were preceded with two practice stimuli.

(Originally, the experiment was a counter-balanced 2X2
design with a fixed stimuli factor to provide pause distribu-
tion measures for comparison. Unfortunately, an obscure
software-hardware interaction on the experimental computer
was found during analysis. As the original counterbalancing
does not appear to have affected the reported conditions, for
clarity, the experiment is presented just as single factor.)
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Participants

The participants were 24 adults from the School of Engineer-
ing and Informatics. Recruitment spanned first year under-
graduate students through to members of faculty, to obtain
good range of programming expertise. Age ranged from 19
to 59 years (mean=25, SD=8.51), and 15 were male and 9 fe-
males. They received £8 for participating.

#

public class Person{
public String name;
public int age;}

public void Balance(){
System.out.println("#");
Total += balance;}

int h=0;
while(h<hCount.length){
System.out.println(h+hCount[h]);h++;}

Figure 1: Stimulus sample (basic).

Materials

The two practice stimuli consisted of series of simple state-
ments, such as ‘Computer Science’, ‘Programming Course’,
‘JAVA Programming Language’. Each of the four Java pro-
gram code stimuli consisted of nine lines of code divided into
three separate blocks. Each stimulus had an equal number of
lines and the total number of characters differed by less than
5%. Figure 1 shows an example of one stimulus. Two basic
and two advanced versions of the stimuli were created by
consulting the course content of the student participants. The
expressions in the basic stimuli were a core part of their
JAVA instruction in their first year. The expressions in the
advanced stimuli are more specialist items that would only
have been seen by the better performing students.

The experiment was conducted using a standard graphics
tablet (Wacom — Intuous3) connected to a PC running a log-
ging program specially written in our lab. Participants wrote
with an inking pen on a response sheet. The response sheet
was printed with a grid of 17 lines; each consisting of 42
spaces for the writing of separate characters. The sheet was
designed for non-cursive writing in order to provide rich in-
ter-stroke pause data (see parenthetical note in the Design
section). Participants adjust to this style of writing quickly
and it does not appear to adversely affected other aspects of
their performance (Cheng, 2014; Zulkifli, 2013).

Following the trials, the participants completed a question-
naire with four parts (on an internet survey platform). Part 1
included biographic questions relating to educational level.
Part 2 assessed programming experience in general with five
graduated rating items, such as ‘I can develop programs using
more than one object-oriented programming language”. Part
3 assessed Java programming expertise level using eight
graduated items, such as ‘I am familiar with both objects and
classes in Java’. Part 4 measured the participants’ familiarity
with the four specific Java stimuli that they were presented
with during the trial. Participants were asked to judge what



their degree of familiarity would have been for each item
prior to the experiment, on a 5 point Likert Scale.

Procedure

Participants were asked to hold the pen in their preferred hand
and trained to: start writing at the beginning of each line, even
for indented code; start writing as soon as the stimulus is re-
vealed; copy the code as quickly and as accurately as they
can; continue writing without correcting if they made a mis-
take; draw an upside down triangle symbol (inverted capital
delta) in place of spaces; to start each trial with a hash (#); to
hold down the special key to reveal with stimulus, with their
preferred hand, which ensures that they write only when the
stimulus key is released. The participants easily complied
with these requirements and quickly became fluent in the
practice trials. (Several of these conditions were needed for
the pause measurements.) Similar trial requirements were
successfully used in our previous experiments, so it is clear
that they do not, on their own, undermine the reliability of the
results.

For each trial, the response sheet was taped to the tablet.
The participants finished the experiment within an hour.

Table 1: Correlation between competence measures. (N=24,
Pearson correlation, 1 tail, critical value is 0.472 at p<.01)

. General
Education - Java  Familiarit
level p 0g~ Y
ming
Education level - 0.366 0.183 0.181
General pro- _ 0.759 0.734
gramming
Java - 0.849
Familiarity _
Results

Independent measure of competence

Questionnaire responses were coded to obtain independent
competence measures against which to compare the chunk-
based measures. Education level was scored on a scale from
one to six (1=1+year undergraduate student, 6=faculty mem-
ber). General programming and Java experience were scored
by giving one point for each positive answer related to the
measure, so had scales from zero to five and zero to eight,
respectively. Ratings of the familiarity were scored from O
(low) to 4 (high), so with the four stimuli, the overall scale
runs from zero to twelve. Table 1 presented correlations be-
tween all combination of the measures, and is unsurprising.
Education level is only weakly (and not significantly) corre-
lated to the other measures. General programming experi-
ence has a strong positive relation to both Java experience
and familiarity. The correlation between Java experience and
familiarity are particularly strong. All this suggests that both
Java experience or familiarity are specific to Java, rather than
wider programming competence, and that either is suitable to
serve as an independent measure. As the actual pattern of
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results is equivalent with either measure, just the analyses us-
ing familiarity are reported here.

Behavioural measures

The dependent behaviour measures were computed from the
logs of each participant. The median writing-times and view-
times were calculated for each trial. View-numbers is a count
of interface switches to the stimuli (button presses). (We also
computed a view related measure that discounted views of a
stimulus without any accompanying writing before the next
view, as some participants occasionally made such repeated
views. The pattern of results using this measure is essentially
the same as that with view-numbers.)

Figures 2, 3 and 4 show the total view-numbers, median
writing-times and median view-times for participants rank or-
dered by their familiarity scores. Figures 5, 6 and 7 aggregate
the data across low and high competent participants by show-
ing the mean of the total view-numbers, the mean of the me-
dian writing-times and the mean of the median view-times.
A binary split of participants’ familiarity scores conveniently
creates two equal size groups, with low scores exclusively
below 6 or and high score exclusively above 8.

The first thing to note is that the total view-numbers, Figure
5, for the practice items is considerably lower than for the
Java stimuli, but that the value is essentially equal at low and
high competency (6.6 and 5.7, respectively). Similarly, the
mean of the median writing-times, Figure 6, for the practice
items is substantially longer than the Java stimuli, and alt-
hough the value is greater for higher than lower competence
(means of 14.2 and 12.1 s), it is not significantly so (by a ¢
test; t=1.09, df=22, 1 tail, p=.24). These results reassuringly
suggest that an effect of transcribing the Java stimuli exists
beyond the act of merely transcribing any stimuli.

Consistent with prediction H1, Figure 5 shows that the high
competence participants required fewer views than those with
low competence, which is significant at both levels of stimuli
(basic: 16.3 vs. 25.2, t=4.40, p=.0002; advanced, 20.0 vs.
28.5; t=4.05, p=.0005; both df=22, 1 tail).

Consistent with prediction H4, the basic stimuli demand
fewer views than the advance stimuli across all participants
(20.8. vs. 24.3; =405, p=.0003; df=22, 1 tail). Further, for
high competence participants the view-numbers is still sig-
nificant despite the small group size (19.2 vs. 22.2; 1=2.88,
p=.016; df=10, 1 tail).

Consistent with prediction H2, Figure 3 and 6 show that the
high competence participants had longer writing-times than
those with low competence, which is significant at both levels
of stimuli (basic: 10.7 vs. 6.5 s, t=3.86, p=.0008; advanced,
8.0 vs. 5.7; t=3.14, p=.005; both df=22, 1 tail).

Consistent with prediction H4, the advanced stimuli had
shorter writing-times than the basic stimuli across all partici-
pants (6.9. vs. 8.6 s; t=3.29, p=.002; df=22, 1 tail). Further,
for high competence participants the writing-time is still sig-
nificant despite the small group size (8.0 vs. 10.7 s; 1=3.7,
p=.003; df=10, 1 tail), but not for the low competence partic-
ipants (5.7 vs. 6.5 s, t=1.8, p=.1, df=10, 1 tail).
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Figure 2. Total view-numbers for partici-
pants across basic and advance stimuli.
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Figure 3. Median writing-times for partic-
ipants across basic and advance stimuli.

Figure 4. Median view-times for partici-
pants across basic and advance stimuli.
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Figure 5: Mean view-numbers across stim-
uli type and level of competence.

Turning to H3, which concerns the absence of an overall
effect of view-times, Figure 4 does not show a clear overall
upward or downward trend in view-times, for both levels of
stimuli difficulty. If anything, the overall pattern is an in-
verted ‘u’, in contrast to the trends in Figure 2 and 3. Figure
7 reveals that high competence participants have longer view-
times than those with low competence, but this is not signifi-
cant for the advanced stimuli (2.1 vs. 1.7 s; r=1.50, p=.15,
df=22, 1 tail), but is marginally significant for the basic stim-
uli (2.4 vs. 1.5 s; 1=2.62, p=.02, df=22, 1 tail). Further, com-
paring the view-times on the practice stimuli with the Java
stimuli view-times we see they are similar, whereas for view-

Figure 6. Mean of median writing-times
across stimuli type and level of compe-
tence.

Practice Basic Advanced

Stimuli

Basic Advanced
Stimuli

Figure 7. Mean of median view-times
across stimuli type and level of compe-
tence.

numbers and for writing-times the practice values are quite
different to the Java stimuli values, as noted above.

Consistent with prediction H4, Figure 4 shows that nearly
equal numbers of participants had longer view-times for basic
stimuli or for advanced stimuli. In terms of the means across
all participants, Figure 7, no significant differences occur for
the basic stimuli (1.5 vs. 1.7, t=1.03, p=.3, df=22, 1 tail) nor
the advanced stimuli (2.4 vs. 2.3; =121, p=.25; df=22, 1
tail).

In summary, with respect to total view-numbers, means
writing-times and view-times, all the predictions are sup-
ported.
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Figure 8: Correlation of view-numbers
with familiarity across stimuli and com-
petence.

Figure 9: Correlation of writing-times with
familiarity across stimuli and competence.

Figure 10: Correlation of view-times with
familiarity across stimuli and compe-
tence.
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Figure 11: Relation of writing-times to view-numbers
(basic stimulus)

Correlation values for various measures

The correlations between view-numbers, writing-times and
view-times versus familiarity were computed in order to fur-
ther examine our four predictions. Figures 8,9 and 10 show
the Pearson correlations of familiarity score with, respec-
tively, view-numbers, writing-times and view-times. The
scale ranges are not the same. For correlations over all par-
ticipants (solid line in Figs. 8-10) the critical value is 0.344
for significant correlations at p<.05, and 0472 at p<.01 (1
tail, df=22). For correlations with just high competence or
low competence participants (dashed or dotted lines) the crit-
ical value is 0.497 at p<.05 and 0.658 at p<.01 (1 tail, df=10).

As expected, none of the correlations for the practice items
are significant. With view-numbers, Figure 8, across all par-
ticipants the negative correlations are strong and significant:
numbers of views decrease with competence (H1). The result
is similar when just the low competence group is considered,
but correlation for the high competence participants is posi-
tive but not significant. For writing-times the pattern of re-
sults is similar but the direction of the correlations are re-
versed, Figure 9: writing-time increases with competence
(H2). For the whole group and the low competence sub-
group the correlation for advanced stimuli is less than for the
basic stimuli.
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Figure 12: Relation of view-times to view-numbers
(basic stimulus)

The view-times correlation, Figure 10, for the whole group
and the high competent sub-group are not significant, but the
correlations of the low competence participants are strong for
both Java stimuli.

In summary, correlations for the view-numbers, writing-
times and view-times are consistent with our four predictions,
overall, but with some divergence in detail. In particular,
view-numbers and writing-times did not differentiate high
competence participants. Also, view-times did unexpectedly
differentiate low competence participants, who needed more
view time with increasing competence.

View-numbers vs. writing-times and view-times

The relation between our three main behavioural measures
are examined because a systematic relation between them
could provide further support for the hypotheses and more
precise chunk-based explanations of the results. View num-
ber and writing-time are both predicted to be dependent upon
chunking processes, so there should be some consistent and
systematic relation between them. View-time is not expected
to be chunk dependent, so no regular relation between it and
view-numbers (or writing-duration) is anticipated. Scatter
plots of these variables were drawn for all the participants in
all the conditions of the experiment. Figure 11 plots writing-
times versus view-numbers for the basic stimuli and Figure
12 is similar but for view-times. The pattern of data in Figure

Table 2. Parameter of best-fit power relation for writing-times and view-times to view-numbers

Writing-times vs. view-numbers View-times vs. view-numbers
Practice Basic Advanced Practice Basic Advanced
Index, i -0.95 -1.09 -0.97 -1.05 -1.16 -1.24
Constant, C 579 2039 136.5 8.9 56 83.7
R-squared 0.459 0.818 0.747 0.603 0.615 0.623
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11 has a particularly distinctive form, which is also apparent
in the graph for the advanced stimuli. Thus, a power law
curve for an inverse proportional relation was fitted to the
data: the parameters of the best fit equations are given in Ta-
ble 2, along with the R? values. The quality of fit for other
equation forms (e.g., linear) were worse than a power law.

The power law for writing-time versus view-numbers is
noteworthy, across both stimuli: the index is close to minus
one and the R? values are large. This implies that the data is
governed by a direct inverse proportional law. The relation
between the view-times and view-numbers is less clear, with
an absolute value of the index further from unity and lower
R? values.

In other experiments, as yet unpublished, we have found
similar patterns in view-numbers and writing-times data that
closely fit an inverse proportional power law, so we are con-
fident that the pattern is not accidental.

In summary, there appears to be a simple relation between
the view-numbers and writing-times: a participant who takes
twice the view-numbers of another will use half the time each
time they write. But this simple relation does not hold for
view-times.

Discussion

Previous studies have shown that measures of the distribution
of inter-stroke pauses, captured in a simple transcription task,
appear to reflect the different chunk structures of learners and
hence may be used to assess the competence of the learners
(Cheng,2014; 2015, van Genuchten & Cheng, 2010; Zulkifli,
2013). This experiment extends those findings, in three
ways.

First, allowing the user to reveal the stimulus at will, and
hiding it during writing, allows two alternative temporal
chunk measures to be captured: view-numbers — the total
number of views of the stimulus in a trial; writing—times — the
median duration of writing time between views. Predictions
H1, H2, and H4 associated with these measures are well sup-
ported by converging evidence. The measures strongly cor-
related with our independent measures of competence. Fur-
ther, no support for view-times as a suitable measure of com-
petence was obtained, as predicted in H3, despite the relative
strength of the effects for the other two measures.

Second, the experiment has shown that measures based on
temporal chunk signals are applicable beyond mathematics
(algebraic formula) and natural language, in a domain that
happens to share some characteristics of both those domains.

Third, in contrast to the single line stimuli used in the pre-
vious experiments mentioned above, the present stimuli were
larger (nine lines). The greater amount of data per trial means
that single trials can yield strong usable correlations with
competence, without the theoretical problems of deciding
how to aggregate data from multiple trials or the practical
problems associated with switching between multiple trials.

The overall correlations of view-numbers and writing-
times with competence are strong, and this also holds for the
low competence group. However, we must consider two
qualifications. First, it is clear from Figures 2 and 3, that

81

there is considerable variability between participants, such
that some of the best low competence participant have better
scores than many of the high competence participants, and
vice versa. Clearly the development of a real educational test
of programming competence must address the accuracy and
sensitivity of the measures, perhaps by combining measures.
Second, the curves in Figure 2 and 3 suggest that the view-
numbers and writing-times may have plateaued for the high
competent participants; in other words the difficulty of the
advance stimuli may be insufficient to differentiate those
within that group. This seems plausible, in hindsight, as the
range of difficulty captured in the stimuli design was based
on the undergraduate Java programming curriculum, but a
proportion of the participants were drawn from more senior
groups. This plateauing was also seen in previous studies
(Cheng, 2014, 2015). One implication of this is the im-
portance of designing stimuli with a sufficient range for the
target test group.

The clear inverse proportional relation between writing-
times versus view-numbers (Figure 11, Table 2) supports the
chunk based explanations underpinning the predictions H1
and H2, and the poor fit of such a power law for view-times
versus view-numbers is consistent with prediction H3. In
particular, this implies that assumptions made for the predic-
tions concerning the variability in participants working
memory capacity and speed of writing are relatively small ef-
fects in comparison to chunk size variability with compe-
tence. In other words, the primary process in the transcription
tasks appears to be the selection of chunks from the stimulus,
with more competent participants retaining more characters —
because they possess larger chunks —and this determines that
time required for writing is in a direct proportion to the num-
ber of characters. Nevertheless, Figure 2 and 3 show much
individual variability, so a useful line for future work is to
investigate the possibility of separately measuring working
memory capacity and writing speeds of participants in order
to consider whether there is a need to devised methods to nor-
malize for them.

Two observed effects might be spurious results, but they
are sufficiently striking to deserve fuller investigation in fur-
ther work. The first is the positive correlations of view-times
with competence, specifically for low competence partici-
pants, is counter to prediction H3, Figure 10. The second is
the increase in view-times with decreasing view-numbers,
Figure 12: theoretically, there ought to be little relation be-
tween the two. One approach to study these effects is to
probe the contents of participants’ individual sets of chunks,
which we are currently doing by extracting the locations of
onset of views from the written logs in order to identify the
precise content of participants’ chunks. Our current hypoth-
esis is that view-time variations may be due to differences in
stimuli encoding strategies that fluctuate with content type.

This paper contributes a method for evaluating competence
in a programmi