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Introduction

Dyslexia is probably the most prevalent and most studied learning disability. Research of dyslexia is targeted at a high-level aptitude – reading, while reading ability relies on simple perceptual skills that make this apparent high-level task automatic and implicit. Such a complex relationship between high-level cognition and basic perception calls for an integrative research which combines computational methods with rigorous psychophysics and neuroimaging tools. The traditional and most influential account for dyslexia is the Phonological Deficit Theory (Snowling, 2000). It proposes that dyslexics’ deficit in reading stems from impaired sound representation of phonemes or from poor access to these representations. Both are necessary when decomposing oral language to the sounds encoded by the letter symbols and vice versa. However, many observations indicate that this account fails to explain many of dyslexics’ common difficulties (e.g. auditory temporal difficulties; McAnally and Stein, 1996; Witton et al., 1998; Ahissar et al., 2000) as well as predicting some non-existing deficits (e.g. speech perception; Ramus and Ahissar, 2012).

In a series of studies conducted in our lab it has been found that dyslexics’ main deficit is related to their difficulty in benefitting from stimuli that repeat across trials (Ben-Yehudah and Ahissar, 2004; Oganian and Ahissar, 2012). Based on these studies the Anchoring Deficit Theory was proposed. It aims to account for dyslexics’ perceptual and verbal memory and reading deficits as stemming from a common failure in retaining and benefitting from repeated stimuli ("Anchor"; Ahissar et al., 2006; Ahissar, 2007). My PhD work extends the Anchoring Deficit Theory to a well-defined computational deficit in implicit inference of basic stimuli statistics, and aims to assess its neuronal basis.

Reading deficit is obviously uniquely human. Previous attempts to decipher the neural basis of dyslexia were thus based on human measurements. These ranged from trying to identify areas that show abnormal activity in dyslexia (e.g. MT for moving stimuli; Eden et al., 1996; but see Olulade et al., 2013) to searching for abnormal connectivity between frontal and temporal regions in the left hemisphere, associated with both oral and written language (Arcuate Fasciculus; Klingberg et al., 2000; Boets et al., 2013; Ramus, 2014). Other studies used ERP and MEG methods and characterized other aspects of abnormal brain responses, appearing as early as the brain stem responses (Hornickel and Kraus, 2013), and also in the auditory cortex, in the form of abnormally small mismatch negativity responses to frequency deviation (Baldeweg et al., 1999; though subsequent results were mixed, see Bishop, 2007). However, the role of the auditory cortex in the ethology of dyslexia remains open. A recent developmental longitudinal study suggested that the thickness of the auditory cortex is abnormal in children from families at risk of dyslexia (Clark et al., 2014), but its sample was small, and again its results are inconsistent with those of other developmental longitudinal studies (Kraft et al., 2015). In my PhD work, I found that neural activity in the auditory cortex has abnormal characteristics in dyslexia. In contrast to controls’, it did not show sensitivity to experiment’s basic statistics (mean frequency in my studies). I attribute this cortical abnormality to its shorter dynamics of adaptation. This work combines computational tools with neuroimaging methods into a coherent theoretical framework for the perceptual deficits in dyslexia.
My PhD thesis was composed of three studies:

The first study (Jaffe-Dax et al., 2015) extended the anchoring hypothesis to a well-defined computational deficits, and assessed its immediate predictions in a simple discrimination task. I used a model that was previously developed for the general population (Raviv et al., 2012) and studied it for the case of dyslexia, computationally, behaviorally and with EEG. This was a pioneer attempt to characterize the essence of dyslexia, both computationally and in terms of its neuronal basis. Computationally, we modelled perception process in simple discrimination task as an online heuristic approximation of Bayesian inference – a model which was developed in our lab. Using this model, we found that dyslexics sub-optimally use prior knowledge to compensate for their noisy observation. This weaker incorporation of information leaves them with poorer performance in specific cases which would have been improved by prior knowledge and intact performance in other cases. Neurally, we characterized P2 as an obligatory ERP component, which follows auditory stimuli at 200 ms, and its sensitivity to underlying distribution of stimuli. Specifically, P2 is enhanced with proximity to the central tendency of the distribution. We found that this enhancement was weaker among dyslexics.

The second study (Jaffe-Dax et al., 2017) described the dynamics of dyslexics’ behavioral and neuronal adaptation in three different experiments. Altogether, these experiments converged to shorter dynamics of context effects in dyslexia, associated with shorter neural adaptation, at the range of ~5-9 sec among dyslexics versus > 15 sec among controls. I proposed that the faster decay of adaptation underlies dyslexics’ impaired usage of sound statistics. This study deepened our quest into the mechanism of dyslexics’ impairments, both behaviorally and in terms of their neural basis. We related these impairments to the dynamics of adaptation. As the intervals between consecutive stimuli increase we expect a stronger neural response; i.e. decay of adaptation to previous stimuli. We found that this adaptation decay occurs faster among dyslexics and that its dynamics mirrors the retention of memory of previous stimuli. Taken together with the first study, these findings suggest that faster recovery from neural adaptation is the basis of dyslexics’ perceptual difficulties. Following this study (Beyond the scope of my PhD), we have conducted an imaging study using fMRI, to localize the cortical regions that undergo fast recovery from adaptation among dyslexics. The imaging results suggest that throughout the cortex, dyslexic have shorter adaptation than good readers (Jaffe-Dax, et al., submitted). These findings support the hypothesis of cross-modal, multi-domain shorter adaptation in dyslexia.

The third study (Jaffe-Dax et al., 2016) asked whether a similar deficit is also observed in the visual modality. Using similar statistics of stimuli and a similar analysis of visual serial spatial frequency discrimination, we found the same group difference, suggesting that dyslexics’ deficit in benefitting from basic stimuli statistics is domain-general. This study excluded the possibility of modality-specific impairment. In a visual discrimination task, we found similar behavioral pattern of sub-optimal usage of prior information among dyslexics. This finding extends our basic auditory-based mechanism to a broader cortical property of dyslexia which is cross-modal and multi-domain.

Chapter 1 – Impaired Bayesian inference accounts for dyslexics’ perceptual difficulties

We used computational methods to analyze dyslexics’ performance in simple two-tone frequency discrimination task and found that their impoverished performance in this task can be accounted by
impaired Bayesian inference. Namely, dyslexics underweight prior knowledge to compensate for their noisy observation. In the two-tone frequency discrimination task, subjects are sequentially presented with two pure tones and are asked to indicate which tone had a higher pitch. Raviv et al. (2012) have formulated the incorporation of prior with current observation in this task using a heuristic model of implicit memory: in each trial, subjects compare the second tone with a mental representation of the first tone. This mental representation is incorporated with a prior to compensate for the memory decay that occurred during the inter-tone time interval. Using this model, individual performance in this task can be quantified by the level of internal noise (which captures overall performance) and the weight that is assigned to the prior to compensate for this noise (Bayesian inference weight). For each noise level, we calculated the optimal weight of prior, that is required to achieve the best performance. We found that adequate readers’ prior weighting is close to optimal. By contrast, dyslexics’ weighting of prior was lower that optimal.

Figure 1. Performance of controls and dyslexics differentially depend on trial type. A-C. Schematic examples of the three types of trials. (A) in Bias+ trials the first tone is closer to the mean. (B) in Bias- trials the first tone is farther from the mean. (C) in Bias0 trials the two tones flank the mean. D-E. Mean performance (% correct) of controls (D; n = 14) and dyslexics (E; n = 14) in the six sub-regions of trial types, plotted on the frequency plane of the second tone $f_2$ as a function of the first tone $f_1$. Bias+ zones (denoted in yellow) are above the diagonal when both tones are above the mean frequency (second tone is higher) and below the diagonal when both tones are below the mean frequency (second tone is lower). Bias- regions (denoted in gray) are complementary with respect to the diagonal, and Bias0 trials (denoted in white) are those trials associated with the two remaining quarters. Each dot denotes $f_1$ and $f_2$ of a trial (tested across individuals). The color of each dot denotes the cross-subject average performance for that pair of stimuli. Numbers denote the average percent correct in each region.

Weighting of prior can be illustrated by dividing the trials in this task into three types according to the impact of prior on performance. Incorporating the prior into perception contracts the representation of the first tone closer to the mean of all previously perceived tones (prior). In Bias+ trials (Fig. 1A), this
contraction increases the perceived difference between the two tones and improves performance. In \textit{Bias}-
trials (Fig. 1B), contraction of the first tone’s representation towards the mean decreases the perceived
difference between the two tones in the current trial and hampers performance. In \textit{Bias0} trials (Fig. 1C) the
contraction has an ambiguous impact on performance. The individual performance difference between
\textit{Bias+} trials and \textit{Bias-} trials can represent the weighting of the prior. Among good readers, this difference
in performance was about 40\% in accuracy rate (Fig. 1D). By contrast, among dyslexics, this difference
was less than 20\% in accuracy rate (Fig. 1E).

While measuring EEG from subjects performing this task, we found that among good readers, the automatic
response of their auditory cortex was different between these two trial types. However, this difference was
not observed among dyslexics. The underlying mechanism that gave rise to this bio-marker of dyslexia was
the focus of the next chapter.

\textbf{Chapter 2 – Shorter adaptation in dyslexics’ cortical activity}

Neural adaptation – the attenuation of neural response to repeated similar events – is the simplest evidence
for memory, i.e., the retention of representation in a neural tissue. The time-scale of adaptation and the
time-scale of implicit memory have been found to be correlated across individuals (Lu et al., 1992),
suggesting that adaptation carries implicit memory. Based on this observation and on the findings of chapter
1, we hypothesized that both adaptation to tones’ related response and implicit memory for tones’ frequency
should be shorter among dyslexics compared to good readers.

In order to test this hypothesis, we manipulated the temporal intervals between the trials of the two-tone
frequency discrimination task and measured the event-related response to the onset of the trials (using EEG)
and the behavioral evidence for implicit memory for the tones’ prior (using contraction bias). As the
temporal interval between the trials increased, we found that the event-related response was augmented
(Fig. 2A), i.e., adaptation decreased. In parallel, the impact of the prior on performance also decreased, i.e.,
contraction bias towards the mean of previous tones was weaker in larger inter-trial intervals. In other
words, both the memory for previous tones and the neural evidence for this memory (adaptation) decayed
as we increased the inter-trial temporal intervals.

Among dyslexics however, this decay was faster. Both behavioral and neural evidence for their memory of
previous tones short-lived compared to good readers’. Their decrease in contraction bias as a function of
inter-trial interval was faster than that of good readers. In parallel, their neural adaptation also decreased
faster. We quantified the behavioral impact of previous tones by contrasting performance in \textit{Bias+} trials and \textit{Bias-} trials in each inter-trial interval (ITI) condition. We fitted this performance difference ($\Delta d'$) to an
exponential decay as a function of ITI and found that dyslexics’ decay time was shorter than good readers’
(Fig. 2B dotted line and Fig. 2C). We quantified neural adaptation as the difference between P2 amplitude
and the asymptote level of the decay function and found that here too, dyslexics’ decay was faster than that
of good readers (Fig. 2B solid line and Fig. 2C).
Figure 2. Dyslexics’ decay of both neural adaptation and behavioral contraction bias was faster than controls’. A. Grand average ERPs, plotted separately for blocks with different ITIs, for controls (n = 23; blue, left) and dyslexics (n = 25; red, right). Timing of the 2 tones in each trial is denoted by the short black bars under the plots. Middle insets: P2 range (denoted in gray) enlarged. Dyslexics’ P2 area was similar for 6 and 9 second ITIs, whereas controls’ P2 was larger for the 9 second interval. B. The decrease in P2 adaptation (solid lines, circles, left scale; estimated magnitude at asymptote minus fitted curve) and the decrease in contraction bias (dashed lines, triangles, right scale; reflecting implicit memory decay) as a function of ITI. Symbols denote groups’ means, and plotted curves were fitted to these means. C. Groups’ means and SEMs of the individually fitted parameters (to an exponential decay) of both P2 adaptation (top) and behavioral contraction bias (bottom). In both, dyslexics differed from controls only in the estimated rate of decay (P2: p < 0.0005; ∆d’: p < 0.05).

To assess the relevance of our findings to reading, we conducted a fast-reading experiment which was designed to measure the impact of memory on reading speed. Subjects were asked to read as fast and as accurate as possible. Each word appeared twice in the course of the experiment (Fig. 3A). Obviously, by the second presentation, the word was read faster (Reading benefit). Importantly, this benefit decreased as the temporal interval between the two presentations increased, with more intervening words between the two presentations of the same word. The minimal inter-stimulus interval (ISI) between two presentations of the same word was one second (one intervening word), at that interval, dyslexics and good readers had the same benefit (Fig. 3B left). However, good readers’ benefit lasted longer than dyslexics’. At intervals greater than two seconds (more than one intervening word), dyslexics’ benefit was smaller than good readers’ (Fig. 3B right).
Figure 3. Dyslexics’ benefit from a previous exposure to the same non-word decayed faster than controls’. A. Schematic illustration of the reading task. Subjects were asked to read the non-words aloud as quickly as possible. Presentation switched to the next word with the subject’s voice offset. The closest repetition of the same non-word was with one intervening non-word (i.e. an ITI of < 2 sec). B. Benefit in RTs (response times from visual word presentation to vocal onset) as a function of the time interval between the first and second presentation of the same non-word. Improvement was calculated as the difference in RT between the first and second presentation of the same non-word in the block. At very short intervals (< 2 sec) the benefit was similar for both groups. However, this benefit decayed faster (at interval > 2 sec) among dyslexics (red) than among controls (blue; p < 0.005). Error bars denote standard error (SEM).

Although beyond the scope of my dissertation, it is worth mentioning a complementary fMRI study that we conducted, to try and locate the cortical region which exhibits faster decay of adaptation in dyslexics. We asked participants to perform the two-tone frequency discrimination task under varying inter-trial interval conditions and quantified their adaptation decay time using similar methods as described above. We found that throughout the responsive cortex, dyslexics’ adaptation was shorter than good readers’. This difference was not restricted to auditory-specific regions and stretched across to multi-modal associative regions, suggesting that shorter adaptation in dyslexia is a general cortical tissue property and not modality-specific. The third chapter of my dissertation assessed behaviorally, whether weaker contraction bias in dyslexia is exhibited only with auditory stimuli, or whether it can be measured with other stimuli, implying for a cross-modal deficit.

Chapter 3 – Evidence for domain-general implicit memory deficit in dyslexia

In order to assess whether dyslexics’ impaired Bayesian inference is restricted to audition, or whether it extends to a more general cross-modal deficit, we conducted a visual version of the two-tone frequency discrimination task and measured contraction bias. In the visual experiment, subjects were requested to indicate which of the two sequentially presented gratings had a higher spatial frequency (Fig. 4A). As in the auditory experiment, trials could be divided according to the impact of previous trials (prior) on performance. Bias+ trials were those in which contraction of the first grating towards the mean of previous trials increased the perceived difference between the two gratings and improved performance. Bias- trials were those in which contraction bias towards the mean decreased the perceived difference and hampered performance (Fig. 4B). Individual contraction bias can be quantified as the difference in performance between these two types of trials. Dyslexics’ difference in performance between these two trial types was
found smaller than good readers’ (Fig. 4C), suggesting that their poor usage of prior to compensate for noisy observation is apparent in vision and not restricted to audition. Namely, dyslexics’ Bayesian inference impairment is domain-general and not modality-specific.

Figure 4. Visual two-gratings frequency discrimination study. A. The temporal structure of a single trial. The first grating was presented for 250ms, followed by an ISI of 500ms. The second grating was presented for 250ms. The observer was requested to indicate which of the two gratings had the higher spatial frequency (density). B. The contraction-bias division to trial types. The middle plot illustrates the distribution of single trials in the frequency plane (the frequencies of the first and second grating in each trial, respectively) for a typical subject. Each green dot denotes the pair of stimuli in a single trial. This plane illustrates the ranges of the different trial types. In Bias+ trials the frequency of the first grating stimulus was closer to the mean frequency; thus, contraction of its representation towards the mean increased the perceived difference between the two gratings and consequently improved performance. In Bias- trials the first grating was farther from the mean; thus, contraction of its representation towards the mean frequency decreased the perceived difference between the gratings and hampered performance. C. Dyslexics’ contraction bias is smaller than controls’. Contraction bias averaged across participants. Ordinate shows the percentage of correct responses for the two sub-divisions of trials (abscissa): Bias+ trials (left), where the grating in the first interval is closer to the mean frequency of all previous trials, and Bias- trials (right), where it is reversed. Controls ($n = 40$) are denoted in blue, and dyslexics ($n = 33$) in red. Both populations performed better on Bias+ than on Bias- trials. However, the difference, i.e., the contraction bias, was larger among the controls. Error bars denote SEM.

Discussion

The findings presented in this dissertation suggest that dyslexia can be grounded from the high-level description of its symptoms and implications to fundamental mechanistic principles of Bayesian inference in perception and adaptation time-scale. We capitalized on previously established findings of dyslexics’ specific perceptual difficulties (Anchoring Deficit; Ahissar et al., 2006) and formulated their deficit using
concrete computational methods (chapter 1; Jaffe-Dax et al., 2015). We then found that adaptation time-scale - a basic neural property - underlay this computational deficit (chapter 2; Jaffe-Dax et al., 2017). Finally, we showed that dyslexics’ perceptual difficulties are not modality-specific, but domain-general and reside in the computational level of perception (Jaffe-Dax et al., 2016; Jaffe-Dax et al., submitted).

Noteworthy, since the publication of these chapters, the deficient adaptation account for dyslexia has received support from another imaging study (Perrachione et al., 2016). In contrast to my suggestion for temporal adaptation deficit, Perrachione et al. showed that dyslexics exhibit poorer stimulus-specific adaptation, as revealed by fMRI repetition suppression. In other words, while this dissertation put forward the claim for dyslexics’ shorter adaptation in the time domain, their work offered dyslexics’ limited adaptation in feature space. Further work is necessary to determine whether dyslexics’ adaptation is limited in time, in feature or both.

This dissertation pin-pointed the locus of dyslexics’ difficulties at the computational level (Marr, 1982; Shagrir, 2010). This computational level allows broader explanation of the wide spectrum of difficulties that are associated with dyslexia than attributing dyslexia to deficits at the sensory level (e.g., Neural Noise Hypothesis; Sperling et al., 2005; Hancock et al., 2017). On the other hand, the computational level brings us closer to the source of this learning deficit than remaining at the phenomenological description level (e.g., Phonological Deficit Theory; Snowling, 2000).

Grounding dyslexia from its high-level description to its basic fundamentals will allow early diagnosis of this prevalent learning disability, even before reading age. Such an early diagnosis might enable early interventions which would stop the “snowball of frustration” in learning to read when it is still small.
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