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Building Bridges across Cognitive Sciences around the World

Welcome to Sapporo and CogSci 2012, the 34th Annual Conference of the Cognitive Science
Society. We hope you enjoy the conference and find the program of workshops, tutorials, talks,
symposia, and poster presentations that we have assembled to be both fascinating and inspiring.

CogSci 2012 represents a significant milestone in the history of the conference as it is the first to
be located outside of Europe and North America. It is the culmination of several years of
planning and the clearest example to date of the desire of the Cognitive Science Society to
strengthen its connections with similar organizations in the Asia-Pacific region and elsewhere
around the world.

As you browse this program, you will see that CogSci has evolved into a truly international
conference with a total of 37 countries being represented. Of the 798 accepted talks and posters,
approximately 40% are from East Asia, 37% come from the Americas, and 20% originate from
Europe, with the rest coming from Australia, North Africa and other regions of Asia. We hope
you will be impressed by the high quality of the research presented and the diverse range of
questions being addressed.

In addition to this strong collection of talks and posters, we are delighted to have three world
leaders in their fields as plenary speakers — Gerd Gigerenzer, Nancy Nersessian, and Lawrence
Barsalou —, not to mention a broad set of symposia exploring the breadth of cognitive science.

As chairs, we organized two symposia to allow distinguished researchers an opportunity to
discuss two important contemporary issues in cognitive science. The first takes the thirtieth
anniversary of David Marr’s landmark posthumous book, Vision, to address the question whether
his tripartite formulation of levels of analysis is still relevant in the age of reductionist
neuroscience and Bayesian analysis. Our second symposium reflects on and explores historical
origins and recent developments in robotics research (an area of considerable activity and
expertise in Japan) that seek new ways of understanding cognition via the mechanisms and
processes of embodiment and emotion.

The Governing Board of the Cognitive Science Society has also organized a symposium to bring
together leading thinkers from Asia, Europe and the US to discuss real world implementations of
educational innovations based on cognitive and learning science principles and research.

This conference is the result of the hard work of many people. Firstly, we would like to thank
the members of the Organizing Committee, the Program Committee, the prize judges, and all the
many reviewers for their time and effort. Secondly, we would like to thank the Society’s
Business Manager, Deborah Gruber, for her work in administering prizes, visas, etc., James
Stewart of Precision Conference Solutions for his rapid responses to our questions, and those at
Scarritt Group for their organization of the venue and local arrangements. Thirdly, we would in



particular like to thank the Society’s Conference Officer, Andy Stull, for his advice and help in
coordinating the whole conference, getting the program together, and keeping us on schedule.

We would also like to thank members of The International Association of Cognitive Science
(Asia-Pacific) and Japan Cognitive Science Society for their many contributions to this
conference and to their progressive drive to strengthen ties between cognitive scientists
throughout the Asia-Pacific region and beyond.

CogSci is renowned for the high quality and diversity of the research presented as well as for
being a crucial annual opportunity to meet like-minded individuals from across the globe. As
you attend the conference we hope you agree with us that this year is no exception. We hope
also that the connections you make here bear fruit through new productive collaborations so that
the conference can truly achieve its aim of building bridges across cognitive sciences around the
world.

Naomi Miyake, David Peebles, Richard P. Cooper

Co-chairs, CogSci 2012
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We thank the following people for their generous contribution of time and effort

to CogSci 2012.

Altmann, Erik
Aslin, Richard
Ball, Jerry
Barkowsky, Thomas
Barley, Mike
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Science Society for their support of the conference awards and the tutorials,
and for supporting student participation through reduced registration fees
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CogSci 2012 Awards

Marr Prize

The Marr Prize, named in honor of the late David Marr, is awarded to the best student paper
at the conference. All student first authors were eligible for the Marr Prize for the best student
paper. The Marr Prize includes an honorarium of $1,000 and is sponsored by The Cognitive
Science Society. The winner of the 2012 Marr Prize for Best Student Paper is:

George Kachergis, Chen Yu, and Richard M. Shiffrin: Actively learning nouns across
ambiguous situations (Friday, 13:00, Track 1)

Computational Modeling Prizes

Four prizes worth $1,000 each are awarded for the best full paper submissions to CogSci
2012 that involve computational cognitive modeling. The four prizes represent the best
modeling work in the areas of perception/action, language, higher-level cognition, and
applied cognition. These prizes are all sponsored by The Cognitive Science Society. The
winners of the 2012 Computational Modeling Prizes are:

Applied Cognition

Yugo Hayashi: The effect of “Maverick ”: A study of group dynamics on breakthrough in
collaborative problem solving (Saturday, 14:10, Track 3)

Perception/Action

Kevin A. Smith & Edward Vul: Sources of uncertainty in intuitive physics (Friday, 12:40,
Track 5)

Language

Noah D. Goodman & Andreas Stuhlmuller: Knowledge and implicature: Modeling
language understanding as social cognition (Friday, 15:20, Track 1)

Higher-Level Cognition

Doug Markant & Todd M. Gureckis: Does the utility of information influence sampling
behavior? (Saturday, 12:20, Track 4)

Cognition and Student Learning (CaSL) Prize

The Cognition and Student Learning (CaSL) Prize is an honorarium of $1,000 that is awarded
to the best paper on research conducted on a topic directly related to cognitive science,
educational practice, and subject matter learning. This prize is sponsored by the Institute of
Education Sciences (IES). The winner of the 2012 Cognition and Student Learning Prize is:

Azadeh Jamalian & Barbara Tversky: Gestures alter thinking about time (Thursday,
14:10, Track 4)



Student Travel Awards

Travel awards have been provided to students whose papers were accepted as oral
presentations with the highest reviewer rankings, and who indicated a need for travel funding.
The Robert J. Glushko and Pamela Samuelson Foundation generously sponsored $10,000 for
student travel awards for these papers. The 2012 Travel Awards went to:

Ricky Chan (Department of English, The University of Hong Kong, Hong Kong)
Gregory Cox (Department of Psychological and Brain Sciences, Indiana University)
Sarah Dolscheid (Max Planck Institute for Psycholinguistics, Nijmegen)

Annie Gagliardi (Department of Linguistics, University of Maryland)

Linn Gralla (Department of Linguistics and Literary Sciences, Universitat Bremen)
George Kachergis (Department of Psychological and Brain Sciences, Indiana University)

Jorie Koster-Hale (Department of Brain and Cognitive Sciences, Massachusetts Institute of
Technology)

Yakov Kronrod (Department of Linguistics, University of Maryland)

Andrew Lovett (EECS Department, Northwestern University, Illinois)

Doug Markant (Department of Psychology, New York University)

Long Ouyang (Department of Psychology, Stanford University)

Michael Pacer (Department of Psychology, University of California, Berkeley)
Patrick Plummer (Department of Psychology, University of California, San Diego)
Anna Rafferty (Computer Science Division, University of California, Berkeley)
Felix G. Rebitschek (Department of Psychology, University of Greifswald)

Kevin Smith (Department of Psychology, University of California, San Diego)

Sergiu Tcaci Popescu (Laboratoire Psychologie de la Perception, CNRS & Université Paris
Descartes)

Tomoki Tsuchida (Department of Computer Science and Engineering, University of
California, San Diego)

Joseph Jay Williams (Department of Psychology, University of California, Berkeley)
Ewelina Wnuk (Max Planck Institute for Psycholinguistics, Nijmegen)
Daniel Yurovsky (Department of Psychological and Brain Sciences, Indiana University)

Awards Committee

Markus Knauff (co-chair), Michael Pauen (co-chair), Natalie Sebanz (co-chair), Ipke
Wachsmuth (co-chair), Jennifer Wiley (CaSL award coordinator), Felice Bedford, Gary S.
Dell, Morton Ann Gernsbacher, Ulrike Hahn, Bernhard Hommel, Boicho Kokinov, Stefan
Kopp, Klaus Oberauer, Colleen Seifert, Leon Urbas, David Uttal, Eldad Yechiam.



Robert J. Glushko Dissertation Prizes

The Cognitive Science Society and the Glushko-Samuelson Foundation will award up to
five outstanding dissertation prizes in cognitive science each year. The goals of these prizes
are to increase the prominence of cognitive science, and encourage students to engage in
interdisciplinary efforts to understand minds and intelligent systems. The hope is that the
prizes will recognize and honor young researchers conducting ground-breaking research in
cognitive science. The eventual goal is to aid in efforts to bridge between the areas of
cognitive science and create theories of general interest to the multiple fields concerned with
scientifically understanding the nature of minds and intelligent systems. Promoting a unified
cognitive science is consistent with the belief that understanding how minds work will
require the synthesis of many different empirical methods, formal tools, and analytic theories.
2011 was the inaugural year of this prize, and a new competition is held annually.

Robert J. Glushko Dissertation Prize Recipients

The 2012 recipients of the Robert J. Glushko Prizes for Outstanding Doctoral Dissertations /
theses in Cognitive Science are:

Dr. Timothy F. Brady - 2011 PhD thesis "Structured Representations in Visual Working
Memory"
Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology

Dr. Jennifer L. Culbertson - 2010 PhD thesis "Learning Biases, Regularization, and the
Emergence of Typological Universals in Syntax™
Department of Cognitive Science, Johns Hopkins University

Dr. Nazbanou Nozari - 2011 PhD thesis "Is Comprehension Necessary for Error Detection?
A Conflict-based Account of Monitoring in Speech Production”
Department of Psychology, University of Illinois at Urbana-Champaign

Dr. Steven T. Piantadosi - 2011 PhD thesis "Learning and the language of thought"
Department of Brain and Cognitive Sciences, Massachusetts Institute of Technology

Dr. Rachel Wu - 2011 PhD thesis "Learning (to Learn) from Spatial Attention Cues During
Infancy"
Birkbeck, University of London

NSF Funded Joint Conference Grant & Research Fellowships

In association with the Cognitive Science Society, the US National Science Foundation has
funded eight conference grants/research fellowships to US citizens who are enrolled as
students at a US institution. The funds support students both to attend the 34" Annual
Conference of the Cognitive Science Society (CogSci2012) and to participate in a
collaborative research project with a sponsoring institution in Japan. The awardees are:

Deanne Adams, David Braithwaite, Heather Burte, Seth Frey, Drew Hendrickson, Laura
Morett, Cybelle Smith and Richard Veale.



Invited Plenary Presentations
Rumelhart Prize Lecture

Reinforcement Learning in the Mind and Brain: Cinderella at the Cognitive Science Ball
Peter Dayan
Thursday August 2", 16:30

Keynote Talks

Simple Heuristics that Make Us Smart
Gerd Gigerenzer
Thursday August 2", 09:00

Building Scientific Cognition: Conceptual Innovation on the Frontiers of Science
Nancy J. Nersessian
Friday August 3, 09:00

Situated Conceptualization
Lawrence W. Barsalou
Saturday August 4", 09:00



Women in Cognitive Science sponsored interactive panel discussion: Professional
advancement, leadership and international collaboration

Laurie Beth Feldman (Ifeldman(@albany.edu)
Department of Psychology; SS 369

The University at Albany, SUNY

Albany, NY 12222, USA

Judith Kroll (jtk7@psu.edu)
Moore Building

Department of Psychology
The Pennsylvania State University
University Park, PA 16802 USA

Keywords: cross cultural diversity; networking; participation;
professional development; research collaboration.

Women in Cognitive Science conducts panels at yearly
meetings of several professional societies. Their goal is to
increase attention to the situation of women cognitive
scientists, to better understand the reasons for existing
problems of under representation in key positions, and to
provide a forum for professional development that
encourages both junior and senior scientists to consider the
ways in which they might work with their own home
institutions to effect change. Specific topics have addressed
networking and collaboration, best practices for institutional
transformation, and issues of family and academic careers.
Speakers and panelists have included both women and men
who represented senior and junior scientists and topics have
focused on the experience of both faculty and administration
in negotiating these issues and in developing policies that
are likely to support women’s success. Its history
demonstrates that WICS is in a unique position to address
the concerns of junior as well as senior scientists in their
professional careers.

The goal of a small "Connections" conference sponsored
by the US National Science Foundation in Japan and the
Japan Science and Technology Agency of Japan in 2010
was to establish networking connections between
researchers and to strengthen international partnerships for
collaboration. ~American and Japanese participants
represented a variety of STEM disciplines. The primary goal
of that meeting was to foster the research agendas of the
participants. A secondary goal was to "help develop future
leaders in science and engineering by encouraging
discussion on the institutional environment and culture that
are conducive to nurturing women STEM leaders."

The Interactive Panel Discussion: Professional
advancement, leadership and international collaboration
seeks to build on this momentum by bringing together
American and Japanese researchers in Cognitive Science at

Janet van Hell (jgv3@psu.edu)
Moore Building

Department of Psychology

The Pennsylvania State University
University Park, PA 16802 USA

Suparna Rajaram (srajaram(@notes.cc.sunysb.edu)
Department of Psychology

Stony Brook University

Stony Brook, NY 11794-2500 USA
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the 2012 meeting of the Cognitive Science Society in
Sapporo, Japan. Speakers include Sanae Ariga (Hokkaido
U), Mutsumi Imai (Keio U), Noriko Hoshino (Kobe U
Foreign Studies), Naomi Miyake (U Tokyo), Hanako
Yoshida (Houston), Laurie Feldman (U Albany & Haskins
Labs) and Betty Tuller (NSF). These scientists represent
American and Japanese junior and senior researchers,
university administrators and program officers/directors of
NSF.

Speakers will discuss cross-cultural solutions to foster
research productivity and visibility for women scientists.
One major theme will be leadership, both how to identify
and assume positions that help to develop leadership skills
for professional advancement. A related theme is how those
experiences do and do not differ across cultures. A second
major theme will be how to develop new research
collaborations outside of one's primary institution, including
international collaborations. All acknowledge that this is not
a simple process and often evolves slowly, out of more
social networking connections. While such solutions
generally occur on an ad hoc basis and vary across
individuals, the aim of the WICS workshop is to enable
discussion of possible solutions so as to enhance the
productivity and visibility for women scientists in cognitive
science.

Social Hour and refreshments to follow.

Acknowledgments

Women in Cognitive Science (WICS) was founded in
2001 by Judith Kroll (Penn State), Randi Martin (Rice
University), and Suparna Rajaram (Stony Brook) with NSF
ADVANCE Funds. From 2007 onwards, Laurie Feldman
(Albany) and Janet van Hell (Penn State) have assumed a
leadership role within the group. In 2012, Natasha Tokowitz
joined the group.

Partial funding for this event comes from NSF Award
BCS-1049764 and is organized in conjunction with the
Tokyo office of the NSF Office of International Science and



Engineering. Funds were also contributed by the Office of
Support for Female Researchers at Hokkaido University.
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Full-day Workshop proposal:
Teleoperated Android as a Tool for Cognitive Studies, Communication and Art

Shuichi NISHIO (nishio@ieee.org)
Hiroshi Ishiguro Laboratory, Advanced Telecommunications Research Institute International (ATR)
2-2 Hikaridai, Keihanna Science City, Kyoto 619-0288, Japan

Hiroshi ISHIGURO (ishiguro @sys.es.osaka-u.ac.jp)
Department of Systems Innovation, Graduate School of Engineering Science, Osaka University
1-3 Machikaneyama, Toyonaka, Osaka 560-8531, Japan

Theme and Goals

Following the successful workshops in 2005 and 2006 on An-
droid Science, the aim of this full-day workshop is to intro-
duce and discuss on current insights and future usage of tele-
operated androids.

Teleoperated androids, robots owning humanlike appear-
ance equipped with semi-autonomous teleoperation facility,
was first introduce to the world in 2007 with the public release
of Geminoid HI-1. Geminoid is a teleoperated android robot
that resembles existing human being. While androids were
designed for studying human nature in general, geminoids
was made to study individual aspects as presence or personal-
ity traits, tracing their origins and implementation into robots.
Both its appearance that resembles the source person and its
teleoperation functionality serves in making Geminoid as a
research tool. After the release of Geminoid HI-1, several
types of teleoperated androids has been produced: Geminoid
F, Geminoid DK, Telenoid R1/R2 and Elfoid P1. While the
Geminoids are after real existing persons, Telenoid and Elfoid
are attempts to represent human beings in their minimalistic
forms; a challenge to see to what extent elements that forms
us can be omitted but still able to transfer presence of the
teleoperating person.

Since their birth, Geminoids and Telenoids have been used
in a variety of domains throughout the world, from studies in
various fields such as in cognitive psychology / neuroscience,
social psychiatry, developmental psychology, robotics, and
human-machine interface to philosophy and art. One exam-
ple is the android drama which showed new possibilities on
not only on usage for teleoperated android robots but for artis-
tic representations as well as seeking purity in the natures of
human beings.

The past workshops that concentrated on autonomous hu-
manlike robots and androids laid a foundation for android sci-
ence research, a field that integrates the synthetic approach
from robotics with the empirical methodologies of the social
sciences. Participants, coming from engineering and the so-
cial, cognitive, and biological sciences sought fundamental
principles underlying cognition and communication between
individuals.

In this workshop, we will focus on the further enhanced
and broadened usage of teleoperated androids that can pro-
vide new means for cognitive science studies, and can bridge
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the gap between cognitive neuroscience and the behavioral
sciences, as well as philosophy, social science and arts, lead-
ing to a new way of understanding human beings.

Topics
e Using teleoperated androids as an controllable mankind for
psychological experiments

e The role of affect and motivation in social development or
communication

e Empathic relationships among people and/or robots
e How people becomes adapted to teleoperated androids

e The evolution, development, and nature of agency, inten-
tionality, or social intelligence

e Models of personal, interindividual, group, or cultural
norms

e Cross-modal synchronization or stabilized plasticity in
speech and/or gesture

e Teleoperated androids in the society

e Androids working alongside people as peers

e Applications in human environments

e FEthical issues concerning teleoperated androids

e Perception of naturalness, attractiveness, or charisma of
teleoperated androids

e Minimal elements required to show human likeliness

e The relationship between appearance and perceived behav-
ior

e The Total Turing Test

e Teleoperated androids as communication device

e Elderly care with teleoperated androids

e Using teleoperated androids for artistic expression

Importance and Relevance for the conference

This workshop focuses on and discusses about cross-
disciplinary studies under the current usage and future possi-
bilities of teleoperated android robot which can provide new
means for cognitive science studies, and can bridge the gap
between cognitive neuroscience and the behavioral sciences,
as well as philosophy, social science and arts, leading to a
new way of understanding human beings. Thus, this will
provide opportunities for conference participants to see latest



advances in this area as well as to discuss and find research
seeds with researchers of different disciplines.

The organizers has been involved in making and conduct-
ing studies on teleoperated androids. Prof. Hiroshi Ishig-
uro is the inventor of both the notion of android science as
well as various teleoperated androids, Geminoid, Telenoid
and Elfoid. Dr. Shuichi Nishio has been with Prof. Ishiguro
in constructing teleoperated android systems and have con-
ducted various laboratory / field studies with them up to now.

Audience

Robotics engineers and computer scientists with an inter-
est in cognitive psychology, robotics, human-robot inter-
action, as well as artificial intelligence, machine learning,
pattern recognition and control theory.

Psychologists and sociologists who are concerned and/or
interested with embodied communication or social devel-
opment

cognitive scientists who are concerned with the relation-
ship between brain processes and social dynamics; social
and comparative biologists;

Philosophers who are interested in human nature issues
such as mind/body separation and interaction;

Artists and dramatists who are interested in new possibili-
ties of art on human nature;

The workshop is of interest to the target participants be-
cause teleoperated androids can works as a test tool for social
and cognitive theories. Research in this domain depends on
interdisciplinary collaboration between engineers and natural
and social scientists.

Possible presenters

Christian Becker-Asano (University of Freiburg, Germany)
Thierry Chaminade (University Collage of London, UK)
Kazuo Hiraki (Tokyo University, Japan)

Hiroshi Ishiguro (Osaka University, Japan)

Shoji Itakura (Kyoto University, Japan)

Karl MacDorman (Indiana University, US)

Takashi Minato (ATR, Japan)

Hideyuki Nakanishi (Osaka University, Japan)

Shuichi Nishio (ATR, Japan)

Hideaki Ogawa (Ars Electronica, Austria)

Kohei Ogawa (ATR, Japan)

Hirata Oriza (Theater company Seinendan)

Ayse Saygin (University of California, US)

Henrik Scharfe (Aalborg University, Denmark)
Hidenobu Sumioka (ATR, Japan)

Estimate of the number of participants

Thirty participants including organizers and presenters.
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Publication

The publication of the workshop will be done in four ways.

1. To our research collaborators:
We have research collaboration with many laboratory in
the world, especially in Japan, Europe and US. We will ask
these collaborators to submit papers and to participate in
the workshop.

Via grant agency:

This workshop theme, teleoperated android, is now studied
under several grants in Japan and Europe. We will ask the
grant agency to promote the workshop.

To the cognitive science and robotics society:
This will be done via mailing lists and web pages.

To the press people: Our laboratory is accepting more than
50 requests for interviews and shooting from various press
in the world. We will advertise the workshop to the press
who visited us in the past.

After the workshop has been accepted, we will ask several
journals for a special issue so that the fine presentations will
appear gathered in much details. Also, we are planning to
publish a book that collects the findings and activities related
with teleoperated android robots.

Special requirements

If the space allows, we would like to bring our robots and
run them throughout the workshop so that people who cannot
attend the conference may be able to teleoperate the androids
from remote and pseudo-join the conference. In this way,
people can see the actual teleoperated androids in use and
participants can discuss the real effects of using the robots in
the workshop.

This will require: power supplies (100V), a separate room
not far away for placing air compressor (because this is noisy)
and an Internet connection.

Contact

Dr. Shuichi NISHIO

Affiliation: Hiroshi Ishiguro Laboratory,

Advanced Telecommunications Research Institute Interna-
tional (ATR)

Address: 2-2 Hikaridai, Keihanna Science City, Kyoto
619-0288, Japan

Telephone: +81-774-95-1560

Fax: +81-774-95-1508

e-mail: nishio@ieee.org

Prof. Hiroshi ISHIGURO
Affiliation: Department of Systems Innovation, Graduate
School of Engineering Science, Osaka University



Workshop on Modeling the Perception of Intentions

David Pautler (pautlerd@ihpc.a-star.edu.sg)
Programme in Computational Social Cognition, Institute of High Performance Computing
1 Fusionopolis Way, 16-16 Connexis
Singapore 138632

Keywords: intention recognition; action understanding; theory
of mind; event perception; social cognition; computational
modeling; probabilistic inference.

Abstract

Attributing intentions to others based on observations of
their behavior is a core cognitive ability. It is also a
necessary precursor to social judgments such as judgments
about responsibility and morality. The seminal work of
Heider and Simmel (1944) highlighted the spontaneity,
richness, and range of intention attributions that can be
elicited by a stimulus as impoverished as moving geometric
figures. Subsequent research has revealed a wide range of
visuospatial cues that suggest specific intentions as well as
observer attributes that influence judgments. How are such
cues and observer attributes integrated into an inferred
specific intention? A handful of processing models have
used frameworks such as schema-matching or probabilistic
inference to integrate such cues. This workshop will address
two questions: 1) How have different fundamental
paradigms fared in the quest for a model of human intention
perception? and 2) What questions about this topic are most
in need of answers?

Goals

e To foster on-going communication, and perhaps
coordinated research, across disciplines among
researchers on this topic.

e To provide an overview for the audience of how
different disciplines have approached this topic.

Why a workshop?

Perception of intentions has been studied by cognitive,
social, and developmental psychologists, philosophers,
anthropologists, artificial intelligence researchers, and
computer vision researchers. Apart from its intrinsic
interest, there is the prospect of different approaches
informing each other. Because there are several lines of
research to cover, and because we want to encourage
speakers not just to cover their own lab's work but propose
ways of linking with others, a symposium or half-day
workshop would not afford enough time.

How it is relevant?

The topic has drawn much interest across disciplines, and
the confirmed speakers represent many of those disciplines.
The event could provide a useful example the value of
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exploring a complex cognitive activity from different
disciplinary perspectives.

The Organizer

While trained as a computer scientist myself, | have led a
project on this topic for two years, collaborating closely
with cognitive and social psychologists. Together we have
completed a literature review spanning the disciplines listed
above, designed and built a computational simulation
furthering the schema-matching line of research, and
published that work in a journal article last year:

Pautler, D., Koenig, B.L., Quek, B.K., Ortony, A. (2011).
Using modified incremental chart parsing to ascribe
intentions. Behavior Research Methods 43(3), 643-665,
DOI: 10.3758/s13428-011-0128-2.

Target Audience

The workshop will be most relevant to those working in
high-level perception, theory of mind, and plan recognition,
but we expect it to be of general interest to many researchers
in cognitive, developmental, and social psychology, as well
as artificial intelligence, anthropology, and philosophy. It is
hard to predict the number of early arrivals at the first
CogSci conference to be held in Asia, but we expect
approximately 30 people in the audience.

Confirmed Speakers

Barbara Tversky
Department of Psychology Building 420

Stanford University

Stanford, CA 94305-2130 USA
btversky@stanford.edu

+1 650 814 7922

Fax +1 650-725-5699

Shimon Ullman

Department of Computer Science And Applied Mathematics
Ziskind Building, Room 208

Weizmann Institute of Science

Rehovot 76100 Israel

shimon.ullman@weizmann.ac.il

+972-8-934-2894

Fax: +972-8-934-2945 / 6023



http://wooden-robot.net/documents/
http://wooden-robot.net/documents/
http://www-psych.stanford.edu/~bt/
mailto:btversky@stanford.edu
http://www.wisdom.weizmann.ac.il/~shimon/
mailto:shimon.ullman@weizmann.ac.il

Dare Baldwin

Department of Psychology
Straub Hall

1227 University of Oregon
Eugene OR 97403 USA
baldwin@uoregon.edu

+1 541 346-4964

Frank E. Pollick

Room 702

Dept of Psychology

58 Hillhead Street

Glasgow G12 8QB United Kingdom
Frank.Pollick@glasgow.ac.uk

+44 (0)141 330 3945

Josh Tenenbaum

Building 46-4015, 77 Massachusetts Avenue
Cambridge, MA 02139 USA

jbt@mit.edu

+1 617 452-2010

Fax +1 617 253-8335

Tao Gao
Building 46-4053
Cambridge, MA 02139 USA

taogao@mit.edu
+1 617 324-2895

Peter Pantelis

Psychology Building

Busch Campus

152 Frelinghuysen Road
Piscataway, NJ 08854-8020 USA
peter.pantelis@gmail.com
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Publicity

The most relevant mailing lists we know of are: Plan Rec
Psychonomics, and ACT-R. All of those listservs are
commonly used for announcements of such events.
Furthermore, CASA (conference on Computer Animation
and Social Agents) will be held here in Singapore in May,
and we will advertise there.
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Archiving and Special Requirements

If videotaping will be available at the conference site, we
would like to use the workshop budget of US$1200 to cover
that cost. Videos might be hosted by the organizer's
institutional website, http://cogsys.ihpc.a-star.edu.sg/.
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And Now for Something Completely Different: Python in Cognitive Science

Mark Andrews (m.andrews@ntu.ac.uk)
Jesse Diaz (jesse.diaz@ntu.ac.uk)
Division of Psychology,

Nottingham Trent University
Nottingham
NG1 4B, UK

Keywords: Python; Programming; Scientific Computing; Nu-
merical Computing; Computational Modelling; Experimental
Design; Stimuli Presentation Software; Data Analysis;

Objectives and Scope

The objective of this tutorial is to introduce and motivate the
use of the Python programming language in cognitive science
research. Within the last 10 years, the development of scien-
tific and numerical libraries in Python has grown to the point
where Python can now be used as a scientific and numerical
computing environment comparable to products like Matlab
and Mathematica. As of yet, however, it appears that knowl-
edge of the potential applications of Python to research in
cognitive science is still rather limited. The aim of this tu-
torial, therefore, is to describe these areas of application and
to advocate the advantages and appeals of using Python as
the principal programming language in cognitive science re-
search. Given the generality of the tools being discussed, it
is hoped that this tutorial will have widespread appeal and
relevance.

Outline of Tutorial

The tutorial will be divided into three main parts. The first
part introduces the Python language generally. The second
introduces numerical and scientific programming in Python
The third part introduces how to develop computer-based psy-
chology and psychophysics experiments using Python.

The tutorial will involve both classroom style lectures with
slides and workshop style computer-based worked examples
and exercises. The audience are encouraged to bring their
own laptop, and all necessary software will be provided in
advance.

General Introduction

In order to introduce Python, we will begin by describing the
fundamentals of the Python language. We will also demon-
strate how to start an interactive Python session using the
ipython environment. The audience will be encouraged to
follow the examples themselves using their own computers.
As part of this introduction, we will also compare Python
to its alternatives, paying particular attention to comparison
with Matlab. This comparison is inevitable, given that Mat-
lab has traditionally been the principal scientific computing
tool in cognitive science. Notable points of similarity be-
tween Python and Matlab are that both offer an interactive
array-processing and visualization environment using high-
level dynamic programming languages. Both are designed
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for rapid prototyping and development. Both allow for seam-
less extension using external modules written in compiled
languages like C/C++ and Fortran. Notable advantages of
Python, however, include that it is a general-purpose language
whose application goes far beyond numerical array process-
ing. Python is one of the top five programming language
currently in use throughout the world. Python is a remark-
ably well-designed object-oriented language whose standard
library is large and comprehensive. Finally, Python is non-
commercial open-source software distributed according to an
unrestricted software license. Likewise, its large set of third-
party extension modules and libraries are, almost without ex-
ception, also distributed using unrestricted or public open-
source software licenses.

Numerical and Scientific Python

The basic Python language as introduced in the previous sec-
tion lacks n-dimensional numerical arrays and the ability to
easily plot and visualize data. These capabilities, in addition
to a large number of more special-purpose scientific libraries
are provided by the Scipy/Numpy suite of modules. These li-
braries are seamlessly integrated with ipython to create a rich
interactive array-processing and visualization environment,
comparable in functionality to Matlab and Mathematica.

We will begin this section by describing ipython’s capa-
bilities more extensively than done in the previous section.
These include: Interactive high-performance parallel comput-
ing for clusters and multicore architectures, an online interac-
tive Notebook comparable to that used in Mathematica, sql-
based searchable command histories, in-line graphics, and
symbolic mathematics with TgX-based output.

Having established how to use ipython, the audience will
be encouraged to follow the examples as we discuss the the
following topics:

Arrays: General n-dimensional arrays and their operations
(e.g. element-wise function application, summing, slicing,
indexing, searching) are provided by numpy.

2d visualization: Plotting and visualization, especially of 2d
data, are provided by matplotlib, amongst others.

3d visualization:
mayavi.

Complex 3d graphics are provided by

Parallel computing: Interactive high-performance and paral-
lel programming is a built-in functionality of python.

Integration with C/C++ and Fortran: Interfaces to programs
written in compiled languages like C/C++ or Fortran are pro-



vided through the use of interface generators like swig and
2py.

Computer-based Experiments

Computer-based cognitive psychology and psychophysics ex-
periments are now almost ubiquitous in cognitive science.
While these tasks have been traditionally handled by GUI-
based programs like e-prime and superlab, these programs
do not allow for the flexibility and control that is often de-
manded by researchers. While high-level languages like Mat-
lab are being used as an alternatives to GUI-based programs,
Matlab’s special-purpose nature is not well suited to the non-
numerical programming necessary for experimental stimuli
presentation and recording. By contrast, due to the general-
ity of its language, its extensive of widget toolkits (e.g. wx-
python, pyGTK, pyQt), and video-game libraries (pyGame,
pyglet), Python allows for considerable flexibility and sophis-
tication in the design experiment software.

Currently, there are at least 4 Python-based stimulus-
presentation programs: Psychopy, open-sesame, vision-egg,
and pyepl. This final section will describe each in brief, but
concentrate primarily on psychopy.

The aim of this section will be to discuss the principles and
functionality of psychopy and then to work through exam-
ples of simple experiments (e.g. the stroop task, the lexical-
decision task). Psychopy’s basic object-oriented stimuli and
events will be described in order to understand its extensibil-
ity. We will, however, also make extensive use of its builder
interface that can allow from rapid development of code tem-
plates. Finally, we will discuss how to interface psychopy and
Python generally with external devices such as serial response
boxes that allow for precise timing of responses.

The Presenters

The main presenter for this tutorial will be Mark Andrews.
Mark Andrews is a Lecturer (Assistant Professor in North
American Terminology) in the Division of Psychology, Not-
tingham Trent University, and has a research affiliate position
in the Division of Psychology and Language Sciences, Uni-
versity College London. His teaching primarily involves ad-
vanced statistics and experimentation methods. In this capac-
ity, for the past two years, he has taught programming using R
and Python to undergraduate and postgraduate students, with
student evaluations being overwhelming costive. He has been
a Python user for over 10 years, and has extensive experience
with all the topics that will be covered in this tutorial. He also
is very familiar with the Cognitive Science community, hav-
ing presented at past conferences often, and being awarded
the Computational Language Modelling prize in 2009. Jesse
Diaz is a research assistant in Nottingham Trent University,
with extensive experience with general Python programming
and especially with the use of Python in psychology exper-
iments, both using tools like psychopy and by using Python
web-application frameworks for online experiments.
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Materials

The use of Python in science is backed by a vibrant com-
munity of developers and advocates. We have been in direct
contact with principal individuals in this community and they
have generously offered their support, both by providing their
presentation slides and other teaching materials and by pro-
viding their general advice on how to promote Python in set-
tings such as the Cognitive Science tutorials. For example, we
have been contact with Dr. Fernando Perez who is a research
scientist in neuroscience at UC Berkeley. Dr. Perez is the
creator and principal developer of ipython. He has kindly of-
fered the extensive teaching materials on the ipython comput-
ing environment that are at his disposal. Likewise, we have
been in contact with Dr. Jonathan Peirce who is an Associate
Professor in Psychology in the University of Nottingham. Dr.
Peirce is the creator and principal developer of psychopy, and
has had extensive experience both teaching psychopy to stu-
dents and promoting its use in psychology and cognitive neu-
roscience. As a result, we have a considerable body of rele-
vant teaching materials to draw upon. Examples are available
at sites like following, and elsewhere:

http://scipy-lectures.github.com
http://ipython.org/presentation.html



Full Day Tutorial on Quantum Models of Cognition and Decision

Jerome R. Busemeyer (jbusemey@indiana.edu)
Cognitive Science, Indiana University, 1101 E. 10th Street,
Bloomington, IN 47405 USA

Peter Bruza (p.bruza@qut.edu.au)
Faculty of Science and Engineering, Queensland University of Technology,
Brisbaine, QLD 4001 Australia

Taiki Takahashi (taikitakahashi@gmail.com)
Department of Behavioral Science, Hokkaido University,
Hokkaido 060-0810 Supporo, Japan

Jennifer S. Trueblood (jstruebl@indiana.edu)
Cognitive Science, Indiana University, 1101 E. 10th Street,
Bloomington, IN 47405 USA

Keywords: classical information processing; quantum
information processing; logic and mathematical foundation;
Bayesian probability, quantum probability; Markov and
quantum processes; quantum entanglement; quantum game
theory; conceptual combinations; decision making, memory.

General Purpose

This full day tutorial is an exposition of a rapidly growing
new alternative approach to building computational models
of cognition and decision based on quantum theory. The
cognitive revolution that occurred in the 1960°s was based
on  classical  computational  logic, and  the
connectionist/neural network movements of the 1970’s
were based on classical dynamical systems. These classical
assumptions remain at the heart of both cognitive
architecture and neural network theories, and they are so
commonly and widely applied that we take them for
granted and presume them to be obviously true. What are
these critical but hidden assumptions upon which all
traditional theories rely? Quantum theory provides a
fundamentally different approach to logic, reasoning,
probabilistic inference, and dynamical systems. For
example, quantum logic does not follow the distributive
axiom of Boolean logic; quantum probabilities do not obey
the disjunctive axiom of Kolmogorov probability; quantum
reasoning does not obey the principle of monotonic
reasoning. It turns out that humans do not obey these
restrictions either, which is why we consider a quantum
approach. This tutorial will provide an exposition of the
basic assumptions of classic versus quantum information
processing theories. These basic assumptions will be
examined, side by side, in a parallel and elementary
manner. The logic and mathematical foundation of classic
and quantum theory will be laid out in a simple and
elementary manner that uncovers the mysteries of both
theories. Our main point will be to show that quantum
theory provides a unified and powerful explanation for a
wide variety of paradoxes found in human cognition and
decision ranging across findings from attitudes, inference,
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causal  reasoning, decision making, conceptual
combinations, memory recognition, and associative
memory. This tutorial is needed to introduce and train
cognitive scientists on this promising new theoretical
approach to cognitive science.

Presenters

Jerome Busemeyer is a professor of Cognitive Science at
Indiana University. He was editor of the Journal of
Mathematical Psychology and he is now Associate Editor
of Psychological Review. His research interests include
decision making and dynamic modeling. Peter Bruza is a
professor of information science and he is a pioneer in the
field of quantum interaction (QI). He also serves on the
editorial boards of Information Retrieval, Journal of
Applied Logic, The Logic Journal of the IGPL. Jerome and
Peter are co-authors of a new book “Quantum models of
cognition and decision” Cambridge University Press, 2012.
Taiki Takahashi is a professor at Haikkado University
working in the field of neuroeconomics, but also with
expertise in quantum decision theory, and he has published
articles on this topic in Physical Letters A. Jennifer
Trueblood is a PhD student at Indiana University with
several publications on the topic of quantum cognition
including one in Cognitive Science.

Previous Tutorials and Symposia

This tutorial was presented for a full day at the Cognitive
Science meetings in Nashville, 2007, Washington DC
2008, and Amsterdam, 2009, which included around 30
people each time. The ratings obtained from participants
after the tutorial were all very good. Also this tutorial
follows a symposium on quantum cognition presented
at the Cognitive Science meeting 2011, and these
papers will appear as a special issue in Topics in
Cognitive Science. A similar tutorial was presented at the
3" and 4™ Annual Meetings on Quantum Interaction held



at Saarbruecken, Germany, 2009, and Aberdeen Scotland,
2010 with about 40 participants.

Participant Background

This tutorial will introduce participants to an entirely new
area and no previous experience or background with
quantum theory will be assumed. No background in
physics is required. In fact, except for a few simple
examples to motivate the idea, little or no reference to
physics will be made during main part of the tutorial. What
is required is an elementary background in classic logic
and probability. During the tutorial, we will review basic
concepts of linear algebra needed for quantum theory.
(e.g., vectors, projectors, unitary transformations).

Material to be Covered

1. The first topic will examine the major differences
between classic versus quantum theories of probability.
The concept of superposition is introduced and
distinguished from classic probability mixtures. The
important issue of measurement in classical and quantum
systems will be compared and examined. The key to this
section will be several dramatic empirical examples
illustrating empirical violations of the classic laws of
probability (e.g., conjunction, disjunction, total probability)
and the parsimonious explanation of all these violations by
quantum theory. (1 hr).

2. Next we examine the differences between classical and
quantum dynamical systems. The basic idea of a Markov
processes will be introduced and compared with quantum
processes. (Cognitive architectures and many neural
networks can be represented as Markov processes). A
parallel development of Markov and quantum processes
will be shown. The concept of a state will be distinguished
for Markov and quantum systems. The effects of
measurement on the state of the system are compared for
Markov and quantum systems. A key feature of this section
is to show when and how quantum processes depart from
Markov processes. (1 hr)

3. The third part will present the details of Matlab and R
programs used to compute the choice probability and
response time predictions of a dynamic quantum model
that has been developed to explain three ongoing research
programs in cognitive and decision making: violations of
the “sure thing principle” of rational decision theory,
violations of dynamic consistency in decisions, and
interference of categorization on decisions. (45 min)

4. The fourth part will introduce quantum computing and
information processing ideas. The concepts of a bit and a
qubit will be contrasted. The concept of a conjunction of
properties used in classic information processing theory
will be related to the concept of a tensor product space
used in quantum theory. The controlled U-gate will be
introduced and compared with a production rule. The
linear transformation of states used by quantum theories
will be related to the distributed representation and content
addressable properties of connectionist/neural networks.
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The concept of fuzzy representation and probabilistic
representation will be discussed and compared for fuzzy
set, Bayesian, and quantum theories. The idea of an
entangled state will be described. Bell’s inequality will be
introduced, and violations found in conceptual
combinations are reviewed. The dramatic implications of
violations of this inequality for classical theories will be
discussed. (45 min)

5. This part will present the details of Matlab programs
used to perform quantum computing for some complex
information processing tasks. This includes pattern
recognition and planning event dependent action sequences
under uncertainty. Basic tools of quantum computing will
be used including Kronecker products to perform U-gate
operations, and partial traces for measurement of
components of a complex system. (45 min).

6. This part will detail how quantum theory is being used
to model the human mental lexicon. In particular, quantum
entanglement will be described as a means of modeling
cognitive phenomena in non-reductionist way, e.g.,
conceptual combinations. A key feature of this section is to
introduce formal tools and experimental methods which
can determine whether cognitive phenomena can be validly
modeled in a decompositional way. (1.0 hr)

7. Review and future directions (30 min).
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Proposal for a tutorial on Using Bayes to Interpret Non-significant Results

Zoltan Dienes (dienes @sussex.ac.uk)
School of Psychology, University of Sussex, Brighton, BN1 9QH

Keywords: Bayesian inference; Bayes Factors; confidence
intervals; likelihood intervals; non-significant results;
evidence.

1. Outline the objectives and scope of the
tutorial.

The purpose of the tutorial is to present simple tools for
dealing with non-significant results, an area which
cognitive scientists have consistently found problematic. In
particular, people will be taught how to apply Bayes Factors
and likelihood intervals to draw meaningful inferences from
non-significant data, using free easy-to-use on-line software:
Software which allows one to determine whether there is
strong evidence for the null and against one’s theory, or if
the data are just insensitive, a distinction p_values cannot
make. These tools have greater flexibility than power
calculations and allow null results to be interpreted over a
wider range of situations. Such tools should allow the
publication of null results to become easier.

The online software for Bayes Factors (with instructions) is
here:

http://www.lifesci.sussex.ac.uk/home/Zoltan Dienes/inferen
ce/Bayes.htm

And the online software for likelihood intervals here:
http://www.lifesci.sussex.ac.uk/home/Zoltan Dienes/inferen
ce/Likelihood.htm

2. Explain how the tutorial will be delivered
giving a detailed description of the material

that will be covered.
The tutorial will consist of lectures by me; after the second
hour people will be able to use their internetted laptops to
work through examples on the software, and thereby
interactively follow the points I make, and also explore the
tools for themselves.
Schedule:
9:30 — 10:30 Basics: The different aims of significance
testing and Bayesian inference (including the three moral
and inferential paradoxes of significance testing and their
solution)
10:45 — 11:45 Bayes Factors
12- 1 Examples with Bayes Factors, to illustrate appropriate
and inappropriate use, and robustness checks (Bayesian
analysis can of course be misused in ways we will clarify)
2-3 Confidence intervals, likelihood intervals, credibility
intervals with examples, including the (little discussed) four
principles for using intervals inferentially in theory testing
3:30 — 4:30 Examples showing the complementary strengths
and weaknesses of Bayes factors and interval methods for
interpreting null results

4:45 — 5:30 Discussion of e.g. any particular data people
wish to bring, and free questions

The tutorial will emphasize how statistics, both Bayes
factors and interval estimates, can be brought into more
intimate contact with theory than has typically been the
case, and appropriate ways of doing this. (Interpreting null
results requires making contact with theory.)

My emphasis will be practical rather than ideological,
though conceptual arguments will be important.

3. Justify why it is important to have a tutorial

in the proposed area at the conference.

Users of statistics have been criticised for decades for their
interpretation of non-significant results. Users have either
used null results to count against a theory that predicted a
difference (without establishing that the results actually
counted against the theory) or ignored the results as
uninformative (without establishing that they were). One
only need pick up any recent issue of almost any journal to
see this. (I don’t exclude many of my own papers from this
criticism!) In that sense the topic has been important to
clarify for a long time. Recently, however there was been a
resurgence of interest in Bayesian and likelihood methods,
and the recent developments are particularly useful for users
of statistics. Little can be more important than that we as a
community draw appropriate inferences from data, and get
the most from our data. The issues are applicable to the
whole community of cognitive scientists, and hence
appropriate for a meeting of the Cognitive Science Society.
Several strategies for dealing with null results will be
taught, as well as reasons why the most common strategies,
orthodox as well as Bayesian, can be problematic.

4. Specify how relevant the topic is for the
conference (i.e., does it focus on an emerging or

cross-disciplinary research topic?)
Bayes has been making a resurgence for getting on 10 years
now in cognitive science. Part of the interest has been in
Bayes as a model for how the mind works. While the
workshop has nothing to say on what the best theory of the
mind is, theories of how we should analyse data are clearly
relevant to theories of how the mind works. More
importantly, part of the recent interest in Bayes is precisely
on the topic of the workshop — principles and methods for
drawing statistical inferences. Indeed, at the meeting of the
Society last year Kruschke held a very successful workshop
on Bayesian inference based on his book. I will be teaching
a slightly different philosophy and different methods (but
which complement Kruschke’s approach). Krushcke
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covered Markov Chain Monte Carlo methods and
hierarchical modelling; the workshop will not cover these
topics. This workshop offers different tools to the
researcher, simple tools for dealing with a t-test (i.e. 1-df
contrasts — which is all we are normally really interested in),
tools which a researcher could directly use straight after
walking out of the workshop (without learning R, BUGS, or
anything else). I will make most use of the notion of
strength of evidence rather than posterior probabilities. In
terms of data, the Bayesian analyses taught just require the
sort of summary statistics SPSS or other packages produce.
I believe that a majority of people will leave transformed in
how they conceive of non-significant results, however they
then choose to deal with them.

5. State why you are well suited to organize a

workshop in the proposed area.

Dienes (2008) is an introduction to orthodox, Bayesian and
likelihood inferencewhich has an associated website with
free online software. Dienes (2011) discusses the arguments
for Bayes, and also provides practical advice for using
Bayes. I have been teaching students to use Bayes at the
University of Sussex since 2005 on the undergraduate
course Philosophy of Psychology, and the masters course
Philosophy of Science, thereby coaching hundreds of
students on applying Bayes to over a hundred different
papers of their choice. This experience has helped me both
pedagogically and in seeing how to apply Bayes in a
practical way. I have now submitted (and had reviewed)
more than half a dozen standard research papers with
Bayesian analyses in them (using the same software that |
will be teaching) . The Bayesian analyses have not been
queried, so my arguments for their use and interpretation
seem unproblematic to the community so far! Four of the
papers are now published (see
http://www.lifesci.sussex.ac.uk/home/Zoltan Dienes/inferen

ce/Bayes.htm
and scroll to bottom for examples of published papers using
Bayes as a tool). I have also lectured on using Bayes in
China, Norway, Greece and around the UK.
In January I ran the proposed workshop as a one-day
national workshop for the Economic and Social Research
Council (ESRC) National Centre for Research Methods.
Some feedback:

“Thank you again for an extremely informative day that
was very well delivered. Sussex students must be very
pleased about having such a clear and articulate statistics
tutor,” from a UK Professor of Psychology and Research
Director of Department. “I"d like to thank you for a very
enjoyable and stimulating workshop last Tuesday. Your web
page is also extremely helpful,” from a lecturer in Genetics.
“I came to the workshop not sure about how useful it would
be or how easy to understand — Zoltan made it really
interesting and clear with examples. I will definitely use this
in my research,” from a psychology postgraduate.

6. Identify the likely audience for the tutorial.
Specifically, state whether the tutorial will
introduce participants to an area, or whether it
will cover an advanced topic for participants
who already have knowledge in a particular

area.

The audience is anyone who uses statistical inference —
i.e. just about everybody attending the Meeting could be
interested. I will assume the audience is familiar with a t-
test; I will not assume more detailed knowledge. But those
with more extensive knowledge will also appreciate the
material (I have lectured on the material to undergraduates
as well as to statisticians; it has been well received in all
contexts).

8. Specify any special requirements for the
tutorial - particularly, any specialist equipment
or software required by participants..

A laptop per participant, or one laptop between two. Ideally
the laptops should be connected to the net.

9. Provide full contact details: name of contact
person, affiliation, address (including post
code/zip and country), telephone, fax, e-mail,

names and affiliation of additional author(s).
Zoltan Dienes, School of Psychology, University of Sussex,
Brighton, BN1 9QH, UK, (tel) 44 1273 877335, (fax) 1273
678058, dienes @sussex.ac.uk
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Nengo and the Neural Engineering Framework: From Spikes to Cognition

Chris Eliasmith (celiasmith@uwaterloo.ca)
Terrence C. Stewart (tcstewar@uwaterloo.ca)
Center for Theoretical Neuroscience, University of Waterloo
200 University Ave West, Waterloo, ON, N2L 3G1, Canada

Keywords: cognitive modeling; neural engineering;
representation; decision making; working memory; cognitive
architecture; cognitive control

Tutorial Objectives

As we learn more about the neural activity underlying
cognitive function, there is an increasing demand to
explicitly and quantitatively connect cognitive theories to
neurological details. Bridging these levels provides benefits
in both directions; aspects of the cognitive theory can
predict and be constrained by neurological details, and the

neurological details can in turn identify important
modifications to the overall cognitive theory.
This tutorial introduces the Neural Engineering

Framework (NEF; Eliasmith and Anderson, 2003) and the
associated open-source toolkit Nengo (<http://nengo.ca>),
which offer a general method for implementing high-level
cognitive theories using biologically realistic spiking
neurons. This approach takes a high-level description of a
cognitive theory (in terms of information being represented
and transformed) and combines it with relevant anatomical
and neurophysiological constraints, producing a detailed
mechanistic model of how interacting neurons can
efficiently produce the desired behaviour. The resulting
models can be run to produce predictions of spike patterns,
firing rates, fMRI time-courses, accuracy, reaction times,
and overall behaviour. Complete details can be found in the
book How to Build a Brain (Eliasmith, 2012; to be released
by OUP at CogSci 2012).

These methods have been made more accessible by the
construction of the software package Nengo, which provides
a graphical interface suitable for network construction. This
tutorial introduces the NEF theory explaining how high-
level function can be systematically related to single cell
activity, and provides extensive hands-on experience
building these neural models using Nengo. Our central
objective is to allow participants to leave the tutorial with a
method for constructing cognitive models with spiking
neurons, and experience using that method in an intuitive
software environment.

Tutorial Structure

This full-day tutorial combines the theoretical bases of the
Neural Engineering Framework with hands-on examples of
practically applying these concepts using Nengo. For
example, the presentation of the theory for how a scalar
value can be represented by the spiking pattern in a group of
neurons is paired with a tutorial on using Nengo to generate
such a neural group and simulate its behavior over time.
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Participants are expected to bring a laptop to follow along
with these tutorials (Windows, OS X, and Linux are all
supported, and software is provided).

In particular, the tutorial covers using the NEF to
represent scalars and vectors, perform linear and nonlinear
transformations on these values, and store information over
time. These are the basic mechanisms required for a wide
range of algorithms, and form the basis for our models of
sensorimotor systems, working memory, and cognitive
control. This provides participants with basic building
blocks for constructing novel neural implementations of a
wide variety of cognitive models.

To supplement this, we more closely examine how
cognitive theories can be expressed in terms of vectors and
transformations. The basic approach of employing
semantic pointers (vectors that combine the benefits of
semantic similarity measures with the compositionality of
symbol structures) is described. We show how this method
provides a unified approach to many types of cognitive
models, including perceptual, symbolic reasoning, and
motor control models. For example, we show how to
construct a non-classical symbol system, capable of
performing the operations required for symbolic cognition.
The result is a scalable and efficient neural cognitive
architecture, constructed from the basic approaches
described in the first half of the tutorial.

Finally, we explore recent results in building whole-brain
models using the NEF. This involves a fully integrative
model spanning vision, object recognition, working
memory, cognitive control, and motor control to produce a
neural cognitive architecture. This ~3 million neuron model
is built in Nengo, uses images for input, draws digits using a
2-joint arm as its output, and is performs a variety of tasks,
including list memory, mental addition, inductive reasoning
over symbols, and reinforcement learning. The tutorial
covers this model and its behavioural and neurobiological
constraints, including the dopaminergic learning system.

Variants of this tutorial were presented at ICCM 2009,
CogSci 2010, Telluride 2011, and CogSci 2011. An on-line
tutorial is available at <http://nengo.ca>, and significant
changes have been made in terms of scaling Nengo models
up to larger neuron counts and more complex behaviour.

Tutorial Justification

The Neural Engineering Framework provides a method to
bridge the gap between cognitive and neural theories. Its
earlier applications have been to sensory and motor systems,
including the barn owl auditory system, rodent navigation,
swimming control in zebrafish, and the vestibular ocular



reflex in monkeys. However, these same principles are now
being applied to cognitive models. This includes models of
serial-order recall (Choo & Eliasmith, 2010), action
selection in the basal ganglia (Stewart, Choo, & Eliasmith,
2010), visual working memory (Singh & Eliasmith, 2006),
deep belief networks for visual recognition (Tang &
Eliasmith, 2010), the Wason card task (Eliasmith, 2005), the
Tower of Hanoi task (Stewart & Eliasmith, 2011), and a
model of inductive rule generation that received the
computational modelling prize in higher-level cognition at
CogSci 2010 (Rasmussen & Eliasmith, 2010).

While we find that the Neural Engineering Framework
produces extensive new insights into the neural grounding
of cognitive function, we also find that the underlying
mathematics and a lack of familiarity with biologically
realistic neural modeling have been a significant barrier to
entry for new researchers. As a result, we feel that a full-
day tutorial is most appropriate for introducing the
necessary concepts from control theory, signal theory, and
theoretical neuroscience. Feedback from previous tutorials
has been extremely positive, with participants now using
Nengo for their own research and in the classroom at the
University of Manchester, Rensaeller, Yale, Franklin &
Marshall College, and Stanford.

The NEF provides an exciting new tool for cognitive
science, as it provides a technique for producing direct
neural predictions from cognitive theory. Furthermore, it
leads to important theoretical results as to the relationships
between neural properties and the high-level algorithms
they are capable of implementing (e.g. the relationship
between neurotransmitter re-uptake rate and the 50ms
cognitive cycle time; Stewart, Choo, & Eliasmith, 2010).

These consequences are also very general, as the NEF
provides techniques that can be applied to a wide variety of
cognitive theories. It provides a structure for organizing a
high-level description such that it can be implemented by
realistic spiking neurons, providing meaningful data in
terms of the expected spike patterns, time course, and
behavioural accuracy. We have made use of it in a variety
of contexts, and have developed tools that support the
creation and analysis of these models. Tutorial participants
will gain hands-on experience with a tool that helps generate
new models and can be applied to existing models. In both
cases, these tools will help participants incorporate ever-
more-abundant neural data into their research.

Figure 1: The Nengo interface. Network construction (left)
is done either by point-and-click or by Python scripting.
Visualization (right) provides on-the-fly control of inputs
with plots of spiking activity, decoded representations, etc.
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Audience

Participants are not expected to have any previous
experience with neural modeling. All participants are
encouraged to bring a laptop for installing Nengo (Linux,
OS X, and Windows versions are provided), allowing for
hands-on interactions with the models discussed.

Presenters

Chris Eliasmith holds a Canada Research Chair in
Theoretical Neuroscience, and is director of the Centre for
Theoretical Neuroscience at the University of Waterloo. He
has over 50 publications spanning neuroscience,
psychology, philosophy, computer science, and engineering,
on topics including working memory, mental representation,
population coding, neural dynamics, computation, automatic
text classification, and cognitive architectures. His recent
book, How to Build a Brain, and his earlier book, Neural
Engineering, form the basis for this tutorial.

Terry Stewart is a postdoc in the Centre for Theoretical
Neuroscience, and has developed large-scale models with
the NEF, including the Tower of Hanoi task, focussing on
problems of cognitive control.
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Probability, programs, and the mind:
Building structured Bayesian models of cognition

Noah D. Goodman (ngoodman @stanford.edu)
Department of Psychology,
Stanford University, Stanford CA 94305 USA

Joshua B. Tenenbaum (jbt @mit.edu)
Department of Brain and Cognitive Sciences,
Massachusetts Institute of Technology, Cambridge MA 02139 USA

Objectives and scope

Human thought is remarkably flexible: we can think about
infinitely many different situations despite uncertainty and
novelty. Probabilistic models of cognition (Chater, Tenen-
baum, & Yuille, 2006) have been successful at explaining
a wide variety of learning and reasoning under uncertainty.
They have borrowed tools from statistics and machine learn-
ing to explain phenomena from perception (Yuille & Kersten,
2006) to language (Chater & Manning, 2006). Traditional
symbolic models (e.g. Newell, Shaw, & Simon, 1958; An-
derson & Lebiere, 1998), by contrast, excel at explaining the
productivity of thought, which follows from compositional-
ity of symbolic representations. Indeed, there has been a
gradual move toward more structured probabilistic models
(Tenenbaum, Kemp, Griffiths, & Goodman, 2011) that incor-
porate aspects of symbolic methods into probabilistic model-
ing. Unfortunately this movement has resulted in a complex
“z0o0” of Bayesian models. We have recently introduced the
idea that using programs, and particularly probabilistic pro-
grams, as the representational substrate for probabilistic mod-
eling tames this unruly zoo, fully unifies probabilistic with
symbolic approaches, and opens new possibilities in cogni-
tive modeling. The goal of this tutorial is to introduce prob-
abilistic models of cognition from the point of view of prob-
abilistic programming, both as a unifying idea for cognitive
modeling and as a practical tool.

The probabilistic programming language Church
(Goodman, Mansinghka, Roy, Bonawitz, & Tenenbaum,
2008), mathematically grounded on the stochastic A-calculus,
provides a universal language for representing probabilistic
models. We will use Church to introduce key ideas and
examples of probabilistic modeling. A Church program rep-
resents a probabilistic model, and hence inferences that can
be drawn from this model, without committing to a process
level implementation of inference. This will allow us to focus
the tutorial on structured representations and probabilistic
inference phenomena without worrying about the details of
inference algorithms (such as Markov chain Monte Carlo)
that tutorials on Bayesian modeling often become bogged
down in. On the other hand, because there are existing
inference tools for Church (e.g. Wingate, Stuhlmiiller, &
Goodman, 2011), students will get hands-on experience with
performing inference over different probabilistic models.
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The tutorial will include several in-depth case studies
where the probabilistic programming viewpoint is particu-
larly useful. These include intuitive theories, such as naive
physics and theory of mind, and models of inductive learning
that exhibit learning-to-learn and structured abstraction.

Tutorial format

This full-day tutorial aims to introduce students to key ideas
of, and new tools for constructing, structured probabilistic
models. We will assume only basic familiarity with proba-
bility and with programming (i.e. minimal mathematical or
statistical background). The tutorial will thus be appropriate
for a general Cognitive Science audience, as well for practi-
tioners of bayesian modeling who want to learn about proba-
bilistic programming.

We will teach this tutorial drawing on a combination of
infrastructure and materials that we’ve have used to teach
graduate-level classes at Stanford and MIT (and which has
been used by others at UCSD and University College Dublin).
In particular, students will use the on-line ChurchServ inter-
face to Church, in order to explore these tools without the
need to install special software. This interface has been inte-
grated into a Wiki document on Probabilistic Models of Cog-
nition (http://projects.csail.mit.edu/church/wiki/
Probabilistic_Models_of_Cognition) that we will use for
portions of the tutorial.

In addition, we will create new examples focussed on as-
pects of the approach that we expect to be both new and inter-
esting to a Cognitive Science audience. These include models
of physics and vision, based on forward-simulation with stan-
dard graphics and vision simulators, and models of language
understanding that predict detailed, quantitative human data.

We will use the morning session to introduce the ideas of
probabilistic modeling and the Church language, to illustrate
basic ideas (such as explaining away, and hierarchical mod-
els), and to provide hands-on exercises using Church to create
models. The afternoon session will be devoted to case studies
of more sophisticated applications of these ideas to cognition,
including studies from vision, language, and reasoning.

We, the instructors, have extensive experience in proba-
bilistic modeling of cognition and extensive experience teach-
ing courses and tutorials on these techniques. In addition
we are active at the forefront of developing probabilistic
programming languages, both conceptually and as practical



tools. Both of the instructors have extensive experience teach-
ing tutorials on probabilistic models of cognition specifically
from the viewpoint of Church, including courses to graduate
students, high-school students, linguists, and psychologists.

Tutorials on Bayesian Models of Inductive Learning have
been taught at the Annual Conference of the Cognitive Sci-
ence Society in 2006, 2008, and 2010 (all co-taught by JBT).
This tutorial will be similar in covering the ideas of recent
work in Bayesian modeling, but will do so from a different
viewpoint and will introduce a different skill set (Church and
probabilistic programming). We have presented similar tu-
torials at the European Summer School For Logic Language
and Information 2010 (NDG), the Institute for Pure and Ap-
plied Mathematics (NDG and JBT), and several other venues.
We will adjust the tutorial based on feedback from those ex-
perience as well as the particular audience we expect at Cog-
nitive Science.
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Using Machine Learning for Exploratory Data Analysis

Joshua M. Lewis
josh@cogsci.ucsd.edu
Department of Cognitive Science
University of California, San Diego

Abstract

This tutorial will introduce attendees to fundamental concepts
in the clustering and dimensionality reduction fields of unsu-
pervised machine learning. Attendees will learn about the as-
sumptions algorithms make and how those assumptions can
cause the algorithms to be more or less suited to particular
datasets. Hands-on interaction with machine learning algo-
rithms on real and synthetic data are a central component of
this tutorial. Students will use the software platform Divvy
(freely available from the Mac App Store or divvy.ucsd.edu)
to visualize and analyze data in real time while testing the con-
cepts learned during formal instruction. We encourage atten-
dees to bring their Mac laptops and their own datasets for the
hands-on portion of the tutorial, and if possible to email their
datasets ahead of time to josh@cogsci.ucsd.edu.

Attendees will leave the tutorial with a much better under-
standing of basic concepts in unsupervised machine learn-
ing. Pragmatically they will understand when to apply, e.g.,
k-means to a dataset versus single linkage clustering. Atten-
dees will also learn how to integrate Divvy into their existing
research workflow so that they can quickly test and compare
machine learning algorithms on their data.

Objectives and Scope

This tutorial will introduce attendees to fundamental concepts
in the clustering and dimensionality reduction fields of unsu-
pervised machine learning. Attendees will learn about the as-
sumptions algorithms make and how those assumptions can
cause the algorithms to be more or less suited to particular
datasets. Hands-on interaction with machine learning algo-
rithms on real and synthetic data are a central component of
this tutorial. Students will use the software platform Divvy
to visualize and analyze data in real time while testing the
concepts learned during formal instruction. We will encour-
age attendees to bring their own datasets for analysis in the
hands-on portion of the tutorial.

Attendees will leave the tutorial with a much better un-
derstanding of basic concepts in unsupervised machine learn-
ing. Pragmatically they will understand when to apply, e.g.,
k-means to a dataset versus single linkage clustering. Atten-
dees will also learn how to integrate Divvy into their existing
research workflow so that they can quickly test and compare
machine learning algorithms on their data.

Topics

We will split the tutorial into two sections, a morning section
focused on clustering and an afternoon section focused on di-
mensionality reduction. Both sections will start with a brief
(approximately 1.5 hours) formal introduction to mathemat-
ical and conceptual underpinnings of the topic, followed by
a hands-on lab session applying the concepts learned directly
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before. The lab sessions will start with synthetic datasets de-
signed to reinforce conceptual lessons, and then move to real
datasets provided by ourselves and the attendees.

The clustering section will cover centroid-based methods
(such as k-means), hierarchical methods (such as single link-
age), spectral clustering, and probabilistic modeling (such as
Gaussian mixture models). The dimensionality reduction sec-
tion will cover linear methods (such as PCA and projection
pursuit) and that nonlinear methods (such as Isomap, tSNE,
and Kernel PCA).

Though we will provide formal mathematical characteri-
zations, our focus will be on conceptual differences between
techniques, specifically related to choosing the correct tech-
nique based on known structure in a dataset. Additionally,
we will emphasize that there is no single best clustering or
embedding for any given dataset (in other words, there is no
universally agreed upon objective function for clustering and
dimensionality reduction). One’s own analysis goals can play
a significant role in, e.g., determining the number of clusters
to search for. Finally, on the topic of evaluation we will cover
the visualization and interpretation of algorithmic output as
well as formal quality measures such as Silhouette for clus-
terings and Trustworthiness for embeddings.

We will transact our lab sections in Divvy, a free and open-
source software platform for performing unsupervised ma-
chine learning (see http://divvy.ucsd.edu where there is
a video of Divvy in action). Divvy will allow attendees to
rapidly cluster, reduce and visualize a wide variety of datasets
without having to write any code. Divvy can concurrently
visualize several perspectives on a dataset and can switch be-
tween datasets with one click, even when algorithms are com-
puting in the background. Divvy integrates well with existing
research workflows—it can import data from Matlab and R
and it exports data and visualizations in standard formats for
further analysis.

Qualifications

Joshua Lewis recently completed his PhD thesis, Anthro-
pocentric Data Analysis, on the topic of reintegrating humans
into the data analysis process. He is the lead software archi-
tect behind Divvy, and has done several studies on the rela-
tionship between human reasoning and machine learning. He
is a postdoc in UCSD’s Natural Computation Lab under the
supervision of Virginia de Sa. He has attended CogSci and
presented papers every year starting in 2009. Joshua will lead
the tutorial.

Virginia de Sa is an associate professor at UCSD in the
Cognitive Science department. She has done extensive re-
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Figure 1: The full Divvy UL Each visualization represents a different view of the same dataset (generated by combining a
dimensionality reduction technique, a clustering technique and a dataset visualizer) and users can set the properties of each
view using the tools to the right. A list of datasets resides in the bottom right, allowing the user to switch between them at any

time, even while results are computing in the background.

search in the fields of machine learning and human percep-
tion and has ten years of experience in teaching undergradu-
ate and graduate courses in data analysis and machine learn-
ing to people with both weak and strong mathematical back-
grounds. She is the PI on NSF Grant #SES-0963071, which
funds Divvy’s development. Virginia will assist in developing
the tutorial curriculum.

For detailed CVs, please see our websites (listed in the
Contact Us section below).

Relevance to CogSci

Data analysis is a fundamental part of most scientific endeav-
ors, and the judicious application of machine learning tech-
niques to the analysis process is often quite profitable. Fur-
ther, in the field of Cognitive Science in particular, a basic
understanding of machine learning techniques is valuable for
interpreting the work done in computer science-focused sub-
fields such as artificial intelligence and computational neuro-
science. Clustering and dimensionality reduction are estab-
lished methodologies for performing data analysis, and this
tutorial presents them from the unique perspective of enabling
the human researcher to use them wisely.

Audience

This tutorial will introduce attendees to the area of unsuper-
vised machine learning for data analysis. It does not pre-
suppose any machine learning background and thus will be
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appropriate for any graduate student or faculty member in-
terested in integrating machine learning techniques into their
research process. On the other hand, it will be less valuable
to those researchers who already have extensive experience
applying machine learning techniques.

Attendee Requirements

Divvy a Mac OS X 10.6/10.7 application, and the hands-on
portions of the lab will require a Mac laptop with a 64-bit In-
tel processor (basically any Mac made in the last three years).
Attendees will be able to easily download and install the soft-
ware at the conference or ahead of time. Those who do not
have or do not wish to bring a laptop will be grouped with
those who do. Hopefully enough attendees can bring laptops
to have groups of about 2 to 4 people per analysis team. Last
year’s conference was suffused with glowing white Apple lo-
gos, so we don’t think this will be an onerous requirement.
Additionally, attendees can submit datasets to us ahead of
time that we can integrate into the instruction as examples
of real-life data analysis problems.

Contact Us

Joshua M. Lewis - josh@cogsci.ucsd.edu - http://
cogsci.ucsd.edu/~josh - UCSD Cognitive Science - 115
Dufour St, Santa Cruz, CA 95060 - (831)-246-1578

Virginia de Sa - desa@cogsci.ucsd.edu - |http://
cogsci.ucsd.edu/~desal- UCSD Cognitive Science - 9500
Gilman Dr, La Jolla, CA 92093 - (858)-822-5095
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Practical Advice on How to Run Human Behavioral Studies

Frank E. Ritter (frank.ritter@psu.edu)
++1 (814) 865-4453
College of IST, Penn State
University Park, PA 16802 USA

Keywords: Psychology experimental method; HCI usability
studies.

(I) Objectives and scope of the tutorial

The lack of materials on the details of running human
experiments can lead to a gap between theory and practice,
which is particularly acute in cognitive science done outside
of psychology departments. Consequently, labs frequently
must not only impart these practical skills to students infor-
mally but also must address misunderstandings arising from
this divorce of theory and practice in their formal education.
Researchers in psychology often end up appalled by the lack
of this common but undocumented sense when behavioral
research is reported by researchers outside of psychology.
This tutorial provides practical advice on how to run studies
for beginning students and researchers coming starting to
run studies.

The details about how to run the studies themselves, how
to interact with subjects and so on, are often learned solely
through apprenticeship in a psychology or HCI lab. How-
ever, many researchers who are running or want to run
studies do not have access to learning this tacit knowledge.

This half-day or full-day tutorial will provide participants
with an overview of how to run studies with human partici-
pants, that is, not how to design or analyze studies but the
practicalities of how to setup, debug, and run studies. It will
help people running experiments to run them more effec-
tively safely, and comfortably. Our purpose is to provide
hands-on knowledge about experimental procedure.

The tutorial will cover the major topics noted in Figure 1.
In particular, the tutorial will cover the role of identifying
the research problem and reading in the general area; prepa-
ration for running a study, including piloting and IRB pro-
posals; preparing to run a formal study, including adver-
tising and recruiting subjects; running study sessions; and
wrapping up a study.

(I) How the tutorial will be delivered

The tutorial will cover the topics in Figure 1 using a
lecture/discussion format. The topics will be introduced
using a presentation and discussion will follow each section
using scenarios and questions included in the book and
developed for the Cognitive Science Conference. An early
draft (approximately half the current length) of the material
is available at acs.ist.psu.edu/reports/ritterKMO09.pdf, and
published copies will be available in the future from Sage.
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Figure 1. A pictorial summary of the research process
with respect to running a human behavioral study. This is
similar to, but developed separately from Bethel and
Murphy’s (2010) figure for human-robotic studies

A copy of the 121 page book as a printout will be
provided (assuming that participant numbers can be speci-
fied well enough in advance or copied by the conference
locally).

(III) Why the presenter and authors are well
suited to give a tutorial in the proposed area

The presenter is well qualified to prepare and present a tuto-
rial in this area. Along with colleagues, Ritter has recently
written a book for Sage on this topic (Ritter, Kim, Morgan,
& Carlson, in press).

Ritter has also run and directed studies with human
participants (e.g., Klein, Bennett, Whetzel, Granger, &
Ritter, 2010; Reder & Ritter, 1992; Ritter, Freed, & Haskett,
2005; St. Amant, Horton, & Ritter, 2004; Yeh, Gregory, &
Ritter, 2010). His collaborators on this tutorial and book
include an industrial engineer (Kim), a research assistant
who helps run studies (Morgan), and a professor of
psychology who has been a member of an IRB board and



director of a psychology department subject pool (Carlson).
While these co-authors will not be presenting, they will help
prepare the slides and are co-authors of the book that will be
given to attendees.

Ritter is also familiar with tutorials in general because he
served as the first co-chair of tutorials at the Cognitive
Science Conference in 1999. Since then he has severed as
tutorial chair or co-chair at the Cognitive Science Confer-
ence (2001, 2002, 2004, 2005), and at the International
Conference on Cognitive Modeling (2004, 2006, 2007,
2009, 2010, 2012), and was the co-chair of the 2011 HCI
Consortium Workshop, which was made up exclusively of
tutorials on ways of knowing in HCI. In addition, he gave a
tutorial on Soar at HCI International when it was in Japan
and two invited lectures in Japan, has hosted a Japanese
visitor, and published a paper in Japanese (Ritter, 2009) .

This tutorial has been given at the Behavior
Representation in Modeling and Simulation (BRIMS 2012)
conference. The tutorial will be slightly modified for
attendees at the Cognitive Science Conference by making it
less practioner/industry oriented, and making it more
oriented for Asian and European researchers and for
computer scientists. This will mean changing a few slides
to represent problems more frequently found in academia
than in industry, and assuming slightly different research
questions are being asked, for example, a greater emphasis
on cognitive science studies and less on controlled observa-
tion for product design.

(IV) Why it is appropriate to have a tutorial in
the proposed area?

Practical skills on how to run studies are well known and
well taught skills in psychology departments, but often not
well known outside of psychology departments. Yet, in
cognitive science, if the field believes in building computa-
tional models and gathering data to test those models (or
starting the other way ‘round, or having non-psychologists
gather data), for example, work by Morita and colleagues
(Morita, Miwa, Kojima, & Ritter, 2011), then how to gather
that data is an important skill for every cognitive scientist,
no matter their home discipline or outlook.

There are few teaching materials on the practical details
on how to run studies, which this tutorial starts to address.
So, this tutorial covers an established but not well docu-
mented or often formally taught common technique. The
tutorial and related book will show that there are important
aspects of this technique, and we would argue that without
training these aspects are not well known to researchers out-
side of psychology, and put the resulting researchers and
research done by those not trained at risk for failure,
interpretable results, or incorrect results.

(V) The likely audience for the tutorial.

Earlier versions of he material have been used in teaching
graduate courses at Carleton University (cognitive science,
Canada), U. of Connecticut (human factors, US), Florida
Institute of Technology (HCI), U. of Texas at Houston
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(medical informatics), Middlesex U. (HCI, UK), Georgia
Tech (industrial engineering), and at Penn State
(information sciences and HCI). So, we believe that is
accessible and useful to undergraduate and graduate
students who are working with human participant studies,
but are outside of psychology departments.

So, the likely audience for the tutorial are students and
researchers outside of psychology departments who are run-
ning studies with humans in cognitive science, HCI, and
related disciplines. It will also be useful to researchers in
industry who are interested in running safer, more efficient,
more controlled experiments.
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Robotics studies have developed at many places across the
globe and explored many different approaches. Among
others, Japan has been one of the leading countries
promoting robotics studies, breaking new ground with
establishing Human Robot Interaction as an international
society and leading the world with very human-like
Geminoids. In the 1940’s, Masanao Toda, a founder of
cognitive science in Japan, proposed a visionary robotic
system to explore and understand the function of emotion as
a trigger of cognitive mechanisms for survival. For example,
when a human was exploring in the ancient wilderness, fear
must have worked as a switch between the exploratory
mode and the find-an-escape mode to promote survival. The
thought-experimental robot, the Fungus Eater, seeded some
of the early Al research when it was introduced to
psychologists in the U.S. and the Netherlands (Toda, 2000,
1982).

In this symposium, we will look to a few of the starting
points of robotics research, like that of Toda’s, and explore
how this has expanded to include AI and robotics
researchers in Europe, particularly with emphasis on
embodiment and emotion, and how this has influenced new
developments of robotics research in Japan. Our aim is to
explore how to extend our understandings of human
cognition through the eye of robotics, allowing us to reflect
upon ourselves more directly than carefully scripted
experiments.

The first speaker, Rolf Pfeifer, who has once connected
his work on robot’s emotion to Toda’s fungus eater robots,
will reflect on his own and Toda’s work, to foresee the
future of cognitive sciences, through the development of
robotics studies. The second speaker, Yuichiro Anzai, has
witnessed the beginning of the raise of active cognitive
sciences in the U.S. in Herb Simon’s lab during the late
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1970’s, and actually worked with Toda at Hokkaido
University, to implement Toda’s ideas into robotics reality.
Reflecting on his own trajectory as a cognitive scientist,
reflects on Toda’s work to push open new research topics
under the theme of robotics and emotion. The third speaker,
Hiroshi Ishiguro, as a leading robotics engineer studying
human cognition through the eyes of most human-like
robots like his own Geminoid, will push him further to
integrate neuro-scientific studies, to gain further insights.
Putting all three together, we hope to see how the topics of
robotics and emotion would re-open a new research field for
cognitive sciences.

Do robots need emotions? An embodied
perspective

Rolf Pfeifer (University of Zurich)

Traditionally, in robotics, artificial intelligence, and
neuroscience, there has been a focus on the study of the
control or the neural system itself. Recently there has been
an increasing interest into the notion of embodiment in all
disciplines dealing with intelligent behavior, including
cognitive science, psychology, philosophy, and linguistics.
In an embodied perspective, cognition and emotion are
conceived as emergent from the interaction of brain, body,
and environment, or more generally from the relation
between physical (including physiological) and information
(neural, control) processes. It can be shown that through the
embodied interaction with the environment, in particular
through sensory-motor coordination, information structure
is induced in the sensory data, thus facilitating
categorization, perception and learning. The patterns thus
induced depend jointly on the morphology, the material
characteristics, the action and the environment. Because
biological systems are mostly "soft", a new engineering
discipline, "soft robotics", has taken shape over the last few



years. This is of particular interest to the fields of
developmental, social and service robotics, where robots
will share their living space with humans and safe and
pleasant interaction is at center stage. I will analyze the
different roles that emotion can play in this process.
Moreover, I will discuss the far-reaching implications of
embodiment, in particular of having a soft body, on our
view of the mind and human behavior in general: Cognition
and emotion are no longer centralized in the brain, but
distributed throughout the organism. Because in "soft"
systems part of the functionality is in the morphology, the
physiology, and the materials, there is no longer a clear
separation between control and the to-be-controlled, which
implies that we need to fundamentally re-think the notion of
control. These ideas will all be illustrated with case studies
from biology -- humans and animals -- and robotics.
Finally, I will try to establish the relation between these
thoughts, Toda's "Fungus Eaters", and his theory of
emotion.

From fungus-eater robots to emotional, socially
interact-able robots

Yuichiro Anzai (JSPS)

Toda had been trained as a theoretical physicist before he
changed his research fields into psychology. This shift
contributed to free him from the burden of stereotypic
academic psychological thinking, venturing into under-
researched topics of emotion, not in isolated fashion but in a
more integrated, general-systemic perspectives of his own.
Toda's combination of the two fields has given him some
unique insights on the nature of man and time. Toda
believed that a system of emotions is an evolutionally
organized survival mechanism with nearly optimal
operating characteristics, which would explain the
complexities of our social interaction, altruism, social
coalition, as well as the structures of the society. As one of
the closest younger colleagues with him, I will develop my
own interpretation of his work, to foresee the research only
possible with an engineering orientation like robotics.

Cognitive Neuroscience Robotics
Hiroshi Ishiguro (Osaka University/ATR)

Robotics is not just engineering but also human science. The
current robotics focuses on inferaction in addition to
navigation and manipulation that were major topics in
previous robotics. Researchers are developing interactive
humanoids and androids with humans by using technologies
developed in robotics and knowledge found in cognitive
science and neuroscience. On the other hand, the developed
robots, humanoids and androids, are important research
platforms for cognitive science and neuroscience.

Thus, robotics is tightly coupled with the human sciences.
For example, we can studies effects of human-like
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appearance in inter-personal and social situations by using
androids mimicking human appearances. We can study
social relationships and the dynamics among humans and
robots by using multiple interactive humanoids.

We call this new robotics cognitive robotics or cognitive
neuroscience robotics. This talk will introduce a series of
robots developed in Osaka University and ATR and discuss
cognitive experiments using then. Especially, the androids
give us various insights on human-human and human-robot
interactions in inter-personal and social situations.

Researchers joining to the Center Of Excellence program
titled cognitive neuroscience robotics in Osaka University
are sharing this new interdisciplinary research area and
working together. This talk also introduces several topics
from the program, some of which are related to the topics on
studies of emotion.
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People have a powerful “physical intelligence” — an
ability to infer physical properties of objects and predict
future states in complex, dynamic scenes — which they use to
interpret their surroundings, plan safe and effective actions,
build and wunderstand devices and machines, and
communicate efficiently. For instance, you can choose
where to place your coffee to prevent it from spilling,
arrange books in a stable stack, judge the relative weights of
objects after watching them collide, and construct systems of
levers and pulleys to manipulate heavy objects. These
behaviors suggest that the mind relies on a sophisticated
physical reasoning system, and for decades cognitive
scientists have been interested in the content of this
knowledge, how it is used and how it is acquired. In the last
few years, there has been exciting progress in answering
these questions in formal computational terms, with the
maturation of several different traditions of cognitive
modeling that have independently come to take intuitive
physics as a central object of study. The goals of this
symposium are to: 1) highlight these recent computational
developments, focusing chiefly on qualitative reasoning
(QR) models and Bayesian perceptual and cognitive models;
2) begin a dialog between leading proponents of these
different approaches, discussing a number of dimensions
along which the approaches appear to differ and working
towards bridging those differences; 3) enrich these models
with perspectives from empirical work in cognitive science.

Background. The research to be discussed builds on
several decades of prior work from multiple traditions in
cognitive science. Cognitive psychologists since the 1970s
have studied the role that human intuitive physics plays in
development, perception, education, and reasoning.
Behavioral research with adults focused on identifying
errors and biases in people's general understanding and
theories about physical rules (McCloskey, 1983), as well as
psychophysical studies of how sensory cues drive specific
judgments in dynamic displays (Todd & Warren, 1982).
Early and ongoing developmental work has identified
milestones in cognitive sensitivity and expectations about
core physical principles (Baillargeon, 2007). Though these
efforts have made significant progress, they did not frame
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their results as computational models with sufficient clarity
and power to explain people's physical reasoning in complex
and varied scenes.

Crucial computational progress has come from the fields
of human and computer vision, artificial intelligence (Al),
and machine learning. Human and machine vision
researchers have recently developed computational models
of natural scene understanding (Oliva & Torralba, 2007),
but their focus has been on knowledge about the geometry
and semantics of scene layouts, not the role of physical
constraints and how physical properties are represented and
exploited for prediction, reasoning and planning. Al
researchers have been developing frameworks for
qualitative reasoning (QR) and applying them to physical
domains for over 30 years, and these approaches have now
matured to the point that they can both solve challenging
real-world inference problems and engage directly with
behavioral experiments, giving state-of-the-art accounts of
people’s intuitive reasoning in a wide range of science and
engineering domains (Forbus, 2011). The framework of
Bayesian reasoning in probabilistic generative models has
revolutionized Al and machine learning, and in the last
decade has also come to provide a lingua franca for
sophisticated reverse-engineering models of human
perception, action and cognition (Chater et al, 2006;
Tenenbaum et al, 2011). But only in the last few years have
Bayesian models been applied to challenging physical
reasoning problems, and been shown to give strong
quantitative accounts of human physical judgments
(Sanborn et al, 2009; Hamrick et al, 2011).

This symposium brings together leading researchers
modeling intuitive physics from the QR, Bayesian cognition
and perceptual modeling traditions, to discuss highlights of
recent models and points of contact and contrast between
different modeling approaches. The talks and discussion will
explore several axes in the space of possible models,
including the following: rational reverse-engineering vs.
descriptive or heuristic accounts; qualitative vs. quantitative
reasoning; probabilistic vs. deterministic inference; lower-
level perceptual vs. higher-level cognitive inferences;
implicit vs. explicit reasoning; analog simulation vs.
symbolic rule-based representations; the role of memory-,
experience- and learning-dependent reasoning; the role of



causal, counterfactual and explanatory reasoning; reasoning
about simple rigid bodies vs. complex physical entities and
concepts, like non-rigid objects, non-solid substances, fluids,
gasses, heat; simple scenarios with few objects moving in
simple ways vs. compound scenes of many objects
interacting and moving according to complex dynamics.

The speakers come from various avenues of artificial
intelligence and cognitive science: Sanborn studies
computational models of memory and cognition; Battaglia,
computational perception and motor control; Forbus, Al and
qualitative reasoning; Tenenbaum, learning and inference in
humans and machines.

Sanborn: Reconciling intuitive
mechanics for colliding objects

People have strong intuitions about the masses of objects
and the causal forces that they exert upon one another when
they collide. These intuitions appear to deviate from
Newtonian physics, leading researchers to conclude that
people use a set of heuristics to make judgments about
collisions. We show that people's judgments about mass are
indeed consistent with Newtonian physics, provided
uncertainty about the velocities of the objects is taken into
account. The resulting rational model of intuitive dynamics
ecasily extends to accommodate other aspects of people's
inferences about physical causation, such as judgments of
whether one object caused another to move. We argue that
intuition and physics need not be divorced, and that a simple

and Newtonian

psychological process - stochastically approximating
Bayesian inference by recalling previous collisions - can
bring them together.

Battaglia: Intuitive mechanics in physical reasoning

I will explore the idea that the brain has an "intuitive
mechanics", a realistic model of physics that can estimate
physical properties and predict probable futures. This
intuitive mechanics is surprisingly faithful to the laws of
classical mechanics, it captures statics, dynamics, forces,
collisions, and friction. It is fundamentally probabilistic, it
supports Bayesian inferences that robustly handle
uncertainty, and, like people, its predictions can deviate
from objective reality. And, it is resource-bounded,
supporting only judgments that can be made based on a few
low-precision, short-lived simulations. We conducted a
series of psychophysical experiments in which participants
made physical judgments about various complex, 3D scenes,
and found that this formal model of intuitive mechanics
well-predicts people's responses by accounting for their
accuracy and several systematic biases. These results
suggest that an approximate, probabilistic model of physics
forms the basis of human physical reasoning. More
generally, this principled computational approach provides a
unifying framework for analyzing and understanding this
crucial part of human cognition.
Forbus: Qualitative modeling:
reasoning about the physical world

There is ample evidence that qualitative representations of
space, quantity, and causality capture important regularities
of human reasoning about physical situations and systems

Capturing human
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(Forbus, 2011). Qualitative reasoning has been used to
model intuitive phenomena, such as motion, liquids, and
heat. It has also been used to model aspects of the reasoning
of scientists and engineers, such as guiding the solution of
quantitative problems and extracting insights about complex
dynamical systems from visual data. Qualitative
representations of space provide a bridge between
perception and conceptual knowledge, and can be used to
model visual problem solving. When combined with
analogical reasoning, qualitative models can provide
explanations for aspects of conceptual change (eg. Friedman
& Forbus, 2010). This talk will summarize recent work on
modeling conceptual change concerning intuitive notions of
force, the human circulatory system, and how the seasons
change. There is great potential for synthesis between
qualitative and Bayesian modeling: Qualitative modeling
provides formal languages for hypotheses, while statistical
information (in our case, computed automatically via
analogical generalization over examples) provides criteria
for accepting hypotheses.

Tenenbaum: Integrative perspectives

I will discuss the prospects for building computational
models of intuitive physical reasoning that integrate features
of qualitative and probabilistic approaches introduced earlier
in the symposium, and present preliminary results on several
lines of work exploring this integration. Specific points will
include (1) using qualitative reasoning to generate efficient
proposals for Monte Carlo-based approximate inference in
probabilistic models; (2) using dynamic probabilistic models
as the basis for linguistic ascriptions of causal responsibility
and explanatory reasoning (joint work with Gerstenberg and

Langado); (3) modeling conceptual change in intuitive

physics via hierarchical Bayesian inference over symbolic

expressions for physical laws (joint work with Ullman).
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The ability to perceive, comprehend and reason about
relations (i.e., relational thinking) is central in human
cognition. Relational thinking is powerful because it is
structured.  Specifically, relational thought allows
inferences and generalizations that are constrained by
the roles that elements play, rather than strictly the
properties of the elements themselves.

The role of relational comparisons in learning is
emerging as an important area of developmental and
learning science research. Relational comparisons
allow learners to derive symbolic, abstract, and
conceptual knowledge representations that are
generative, in that children and adults can then use them
broadly in new contexts to reason about new elements.
Indeed, comparison seems to underlie the very
development of the structured relational representations
that underlie relational cognition.

This symposium aims to bring to together research on
the role of comparison in developmental and adult
learning. Specifically, we present research on the role
of comparison in the development of spatial reasoning,
language learning, adult mathematics learning, and
computational approaches to learning structured (i.e.,
symbolic) representations.

Christie & Gentner: Domain Specific vs Abstract
Language in Spatial Learning

Many studies have suggested that language provides
important tools for learning and thinking in cognitive
development. In this work we test one specific claim
concerning the cognitive effects of language learning:
namely, that systematic semantic structure in language
can invite correspondingly systematic conceptual
structure (Gentner, 2010; Gentner & Christie, 2011).
Evidence for this claim comes from prior studies by
Loewenstein and Gentner (2005) in which children
performed better on a difficult spatial mapping task
involving three-tiered structures when they were given
the monotonic set of spatial terms top, middle, bottom

than when they were given the less systematic set of
terms on, in, under. To discover the generality of these
effects, in this series of studies we asked whether
children given nonspatial (but systematic) language
would still show an advantage in the spatial mapping
task. We presented children with a spatial mapping task
as in Loewenstein & Gentner (2005). There were three
groups: one heard a systematic set of spatial terms
(top/middle/bottom); one heard a systematic set of
nonspatial terms (one/two/three); and a third heard a
nonsystematic set of nonspatial terms (dog/pig/cat). In
addition to the standard three-tiered mapping task, we
also conducted a vertical-to-horizontal mapping task.
The results suggest that (1) children benefit from
systematic language; (2) domain-specificity benefits
early learning; and (3) at older ages, abstract language
can have a larger advantage in a difficult transfer task.

Imai, Haryu, & Okada: Progressive alignment in
verb learning

Verbs should be extended by the sameness of action,
whereas nouns should be extended attending to
similarity of objects. Children under four years of age
easily generalize a novel noun to other objects of like
kinds, whereas even 4-year-olds tend to fail extending a
novel verb to the same action performed by a different
agent or with a different object (Imai et al., 2005,
2008). Children fail to segregate the action from the
objects constituting it. In other words, children fail to
structurally align action events. Previous research
suggests that object similarity between objects in
corresponding relational roles can promote structural
alignment and help children notice higher-order
relational similarity (e.g., Gentner & Toupin, 1986).
Borrowing this idea, two experiments examined
whether young children’s verb generalization would be
fostered by similarities between corresponding objects
in the two events.

In the first experiment 4 year-old children were
shown a video in which a woman was doing a novel
action with a novel object, and heard a novel verb.
Children were then asked to extend the verb to either a



situation where the action from the video was
performed on a novel object (AS), or a novel action was
performed on the object from the video (OS). In the AS
video, the object was either similar in shape to the
object in the original action event (same object
condition), or dissimilar to the original object
(dissimilar object condition). Children performed better
in the similar object condition, suggesting that object
similarity enhanced overall similarity across events and
helped children map a novel verb to the same action.

The second study tested whether verb generalization
with the help of object similarity can bootstrap 4-year-
olds into verb generalization even with perceptually
dissimilar objects. Indeed, four-year-olds succeeded in
verb generalization across dissimilar objects after
having experienced a verb generalization task with
similar objects; but they failed when they had
experienced verb generalization with dissimilar objects
from the beginning.

Son & Stigler: Fragmented analogies
procedural understanding of mathematics

from

Cross-national comparisons of math pedagogy (e.g.,
Stevenson & Stigler, 1994) indicate that US classrooms
are highly focused on procedures without explanation
of their conceptual foundations. The long-term
consequences of such pedagogy are dire. Even though
the domain of mathematics fundamentally requires an
understanding of quantitative relations, students may
merely amass a collection of seemingly arbitrary rules
along with fragments of relational knowledge.
Although analogical processes are typically powerful
for reasoning across domains, when rules and
procedures are not grounded in relational concepts,
students may exhibit fragile or incorrect mappings
across contexts thus resulting in inconsistent
quantitative reasoning. We examined this hypothesis in
a sample of college students (mostly Psychology
majors) enrolled in a statistics course. In two studies,
students were asked to reason about the results of
dividing a positive value, a, with integers (e.g., a/5 vs.
a/9), decimals (e.g., a/.1 vs. a/.05), and variables (e.g.,
a/n vs. a/(n-1), given that n>1). Students were asked to
indicate which of two given values was larger and why.
The integer problem was presented first because it
could serve as a potential source for analogical transfer.
The first study was conducted with individual
interviews where students often chose not to use a pen
and paper that was available to them. In study 2,
students were asked to write down their choices and
rationale. Judgments of quantity in the context of
decimals and variables were reliably worse than with
integers. Examinations of the rationale given for their
choices showed that different numerical contexts
yielded distinctly different reasoning strategies.
Strategies used for reasoning about integers were either
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abandoned or misapplied when reasoning about
decimals or variables. Research on analogical reasoning
may help educators remedy such fragmented
understanding.

Doumas: Developing structure

DORA (Discovery Of Relations by Analogy;
Doumas, Hummel, & Sanhofer, 2008) is a symbolic
connectionist network that uses time as a signal to
dynamically bind distributed (i.e., connectionist)
representations of relational roles and objects into
explicitly relational (i.e., symbolic) structures. DORA
relies on the processes of analogical mapping and
intersection discovery to highlight shared abstract
properties between separate systems and subsequently
predicates these similarities as explicit (i.e., symbolic)
representations that can be bound to arguments.
Subsequently, DORA can exploit the pattern of
activation that emerges between mapped role-filler
pairs as a cue to combine these sets of role-filler pairs
into a single multi-place relational structure. These
processes permit the discovery and predication of
shared properties and relations across otherwise
different systems and thus allow DORA to learn
structured representations from unstructured examples.
The DORA model has been used to simulate more than
20 phenomena from child and adult relation learning
(e.g., Doumas & Hummel, 2010; Doumas et al., 2008).
We propose that DORA’s learning mechanism provides
an account of how humans learn relational
representations and the development of analogical
reasoning.
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inference; uncertainty however, there still remain questions to be answered, such
L. as what striatal neuron firing represents, how and where an
Motivation action is selected, and how negative reinforcement is

Principles of sound statistical inference underpin prominent realized. Here we review Peter Dayan's seminal
accounts for a variety of cognitive phenomena, including contributions and recent developments.
perception, learning, and decision-making. Linking these
building blocks of cognition to the biological substrate that Fractionating model-based reinforcement-
supports them, recent work has investigated how the brain learning its component neural processes
1rnplem'ents probgblllstlc inference and learnmg under Author: John P. O’ Doherty
uncertainty. The interplay between the psychological and .

. . . . Abstract: It has recently been proposed that action-
biological levels of analysis has shed light on the structure . . .

selection in the mammalian brain depends on at least two

Of;ﬁgmtlon and'compll)ltgﬁjon at bOtll; lteveli). , ial distinct mechanisms: a model-free reinforcement learning
1S Symposium bullds on Fewer Layan's semina (RL) mechanism in which actions are selected on the basis
contributions to linking psychological, neural and . .

. . . of cached values acquired through trial and error, and a
computational phenomena. In particular, -speakers ~will model-based RL system in which actions are chosen using
discuss recent work growing out of two areas where Dayan . . o

o 7, values computed on-line by means of a rich cognitive model
made egrly and funfiamental contrlbut'lons. the brain’s of the decision problem and knowledge of the current
mechanlfr?'s for relntforcerneti)t b'lléatr'mng, f and neudral incentive value of goals. While much is now known about
represter'l Etl 1ons . supportmg - probabristic nterence - under the putative neural substrates of the model-free RL system
uncertaimnty. and its concomitant temporal difference prediction error,
much less is known about how model-based RL is
implemented at the neural level. In this talk I will review
Authors: Kenji Doya and Makoto Ito recent evidence from a series of functional neuroimaging
Abstract: The discovery of the parallel between the firing  studies in humans supporting the presence of neural signals
of dopamine neurons and the temporal difference error within a wide expanse of cortex that are relevant to model-
signal of the reinforcement theory in the 1990s brought a  based RL. These include, a state-action based prediction
breakthrough in understanding the function of the basal  error signal within a fronto-parietal network that could
ganglia. Previously the most enigmatic part of the brain is mediate learning of the cognitive model, a goal-value signal
now considered as the center for linking perception, action, encoding the value of putative goal-outcomes within the

Reinforcement learning and the basal ganglia
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ventromedial prefrontal cortex, computations corresponding
to action-contingency within inferior parietal cortex, and the
representation of the effort costs of an action within the
dorsomedial frontal cortex. These different computations
then need to be integrated in order to construct an overall
model-based action-value. Taken together, this evidence
suggests that model-based reinforcement-learning theory
provides a scaffold upon which a deeper understanding of
the functions of a large extent of cortical territory within the
mammalian brain can be built.

Probabilistic inferences in neural circuits using
probabilistic population codes

Author: Alexandre Pouget

Abstract: A wide range of seemingly unrelated behaviors
can be formalized as instances of probabilistic inferences.
This includes odor recognition, sensorimotor
transformations, decision making, simple arithmetics and
visual search, to name just a few. We will present a neural
theory of probabilistic inference in which neurons encode
probability  distributions using a basis function
decomposition of the log probability or log likelihood. This
approach makes very specific predictions about the form of
the variability in neural responses, as well as about the
neural implementation of various probabilistic inferences
such as product of distributions, marginalization and
sampling. We will discuss several experimental tests of
these predictions in the context of arithmetics, visual search
and bistable perception.

The neural process of subjective belief
formation in humans

Author: Peter Bossaerts

Abstract: We present a general experimental paradigm with
which to study human belief formation from experience. We
first establish that human learning proceeds along Bayesian
principles, but from subjective albeit robust priors rather
than the true prior. Second, properly dissociating neural
encoding of values and beliefs, we identify the default mode
network as the locus of beliefs learned from frequencies.
Third, we study the neural basis for combining objective
frequentist information with prior beliefs and discover that
Bayesian posterior beliefs are encoded bilaterally in the
lateral prefrontal cortex.
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Introduction

Thirty years after Marr’s landmark posthumous book,
Vision (Marr, 1982), the argument for which he is most
cited remains the distinction between computational,
algorithmic and representational, and the implementation
levels. In the interim, many reformulations of this basic
distinction have been proposed, but is it still relevant?
This symposium will discuss whether there is still a place
for the algorithmic and representational level, with its
cognitive-level concepts, given the rise in reductionist
neuroscience from below and Bayesian analysis from above.

Marr’s Attacks: A Gentle Reminder
Chris Eliasmith

Marr’s (1982) three levels can be seen as the result of two
deep concerns he had about how brain theories were being
constructed in his day. We can see these concerns giving
rise to 1) an attack on reductionism; and 2) an attack on
vagueness.

With respect to reductionism, Marr was interested in
ensuring the centrality of not only mechanisms, but also of
their function to our generation of brain theories (Marr and
Poggio, 1977). With respect to vagueness, Marr wanted to
ensure that our high-level descriptions of neural phenomena
could be tested against empirical data (Marr, 1975).

Unfortunately, many researchers after Marr seem to have
taken his purpose to be a divisive one. Some, such as
Pylyshyn (1984), refer to the “three autonomous levels of
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description” (p. 259). In contrast, Marr (1982) seems to be
suggesting that the intermediate, representational level, is a
bridge between our more abstract characterizations, and
more detailed characterizations (pp. 23-24).

I argue that Marr’s levels should be understood in an
integrative sense. I show that adopting this perspective
provides critical constraints for building Marr-type brain
models. I provide the details of one such model: a large-
scale simulation of spiking neurons that reproduces detailed
neural and behavioral results across a wide array of
cognitive and non-cognitive tasks.

In short, adopting Marr’s perspective on levels helps pave
the way for the kind of unified models of brain function for
which he, himself, was striving.

Bridging Levels of Analysis for Probabilistic
Models of Cognition
Tom Griffiths

Most probabilistic models of cognition are intended to
explain human behavior at the computational level, linking
how people act to the solution to an abstract computational
problem. This focus is quite different from that of other
approaches to cognitive modeling, which tend to emphasize
the algorithmic and implementational levels. This raises a
number of important questions: When are theories at these
different levels incompatible with one another? What are the
implications of a computational-level analysis for theories at
the other levels? How can we begin to draw connections
across levels of analysis, for an integrated account of
cognition? I will argue that we can only answer these
questions by explicitly taking on the challenge of building a
bridge between levels of analysis, considering how



computational-level models can be translated to the
algorithmic and implementational levels and how
algorithmic- and implementational-level accounts might be
cast at the computational level. I will illustrate this argument
with examples drawn from recent work looking at Monte
Carlo methods as a source of “rational process models” and
analyses of the computational-level commitments of
artificial neural networks.

A New Appreciation for Marr’s Levels:
Understanding How Brains Break
Valerie Gray Hardcastle and Kiah Hardcastle

Much work in the cognitive sciences, including
computational neuroscience, now focuses on brains
performing less than optimally. That is, while the original
programs in artificial intelligence and the like aimed to
articulate what thought was in ideal terms, much research
now looks at how and why brains or other cognitive engines
fail to function as they should. This focus on impairment
affects how one can understand Marr’s three levels. In this
presentation, we use a method of exploring impulsivity and
behavioral inhibition based on a neural network/ population
activity model of the cortico-striatal circuitry as a case study
to refine Marr’s distinctions. In particular, we will show
that the computational level should be redefined, for simply
knowing the goal of a computation may not tell us much
about why something has gone wrong and why the
information-processing device is exhibiting abnormal
behavior. We will also argue, as have many others, that the
distinction between algorithm and hardware largely
collapses when considering the brain.

The Primacy of Mechanism in Cognitive
Science
Brad Love

Cognitive science is primarily concerned with the “how”
questions of brain and behavior. These questions address
mechanism, and therefore make contact with Marr’s
algorithmic level. From below, mechanistic accounts can be
informed, constrained, and inspired by neuroscience. Rather
than being reduced by neuroscience, cognitive models are
proving valuable in interpreting fMRI data because
these mechanisms help neuroscientists understand the
function of brain regions. From above, despite many
cognitive scientists professing a devotion to the
computational level, very few are trained or focus their
research on characterizing evolutionary environments,
niches, and histories. I will argue that explanations
formulated purely at the computational level are not
sufficiently constrained, because rational Bayesian models
are uninformed by a wide range of process-level data and
their assumptions about the environment are generally not
grounded in empirical measurement.

Given the recent surge of interest in computational-level
theories of cognition, one question is whether integration
across algorithmic and computational levels would be
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beneficial. One promising avenue for integration is to
evaluate the representations on which Bayesian inference
operates and the algorithms and heuristics that carry it out as
psychological mechanisms. In other words, one means of
integration is to evaluate Bayesian models at the algorithmic
level. A number of researchers have adopted this strategy
and have concluded that humans engage in forms of
approximate Bayesian inference that are intended to reflect
human capacity limitations. Although an improvement over
purely rational approaches, approximate Bayesian models
face significant challenges. One challenge is that people are
suboptimal for reasons other than capacity limitations. In
domains where people’s behavior falls far short of that
predicted by rational accounts, the layering of capacity
limitations and suboptimalities onto the rational account
may only serve as a lengthy detour to the algorithmic level.

Differentiating While Integrating Levels
William Bechtel

Are all three of Marr’s levels needed? Should they be kept
distinct? Symposiasts emphasize how cognitive science is or
should integrate Marr’s levels. This is important, but it is
also important to emphasize the distinct contributions and
methodologies of each level of inquiry. They represent three
different perspectives required to understand mechanisms
generally, but especially information processing
mechanisms. Marr viewed neuroscience of his day as
emphasizing the material implementation at the expense of
the algorithmic-representational and computational levels,
and that has been true of mechanistic science generally. But
mechanisms only work insofar as they are organized, and
this is especially true of information processing mechanisms
that must insure that information is encoded appropriately
within the mechanism and made available to the operations
that require it. Moreover, it is crucial to understand how a
mechanism functions in broader environments that
determine the computations it needs to perform (and may
fail to perform). Different modes of inquiry are required to
examine each of these. This is especially true of the
computational perspective, which requires looking outside
the mechanism to the environment in which it operates and
engaging in appropriate experimental and theoretical studies
to understand what those demands really are.
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Introduction

How children acquire the grammar of their native
language has been a central topic in cognitive science since
its outset, and has been the focus of much debate. One view
assumed an innate Universal Grammar which genetically
endowed the child with highly structured knowledge of
language (Chomsky, 1965). An opposing position argued
against both the assumptions of innate knowledge and
structured representations, instead using connectionist
architectures with distributed representations to learn
grammatical patterns (e.g., Rumelhart & McClelland, 1986).

The field has progressed. There have been many years
of rigorous empirical work, detailing the developmental
pattern in children. In parallel, AI and cognitive science
have made many advances in sophisticated learning
algorithms. This symposium brings together models on the
forefront of such empirical and computational research.
Each model has roots in both sides of the early debate,
positing (at least some) structured representations and
specifying learning mechanisms. However, the models
differ in many crucial ways. They wuse different
computational architectures, learning algorithms, and differ
in the knowledge built into the system. These differences in
the models reflect and build on different current theories of
grammatical development. The models focus on simulating
empirical phenomena critical in distinguishing such
theories. This symposium presents a unique opportunity to
compare these new approaches and invite an open
discussion.

Symposium Structure

This symposium will present three computational models of
grammatical development. The first talk, by Cindy Fisher,
presents a model rooted in early abstraction theories of
language development (e.g., Fisher, 2002). The model is
implemented in a machine learning architecture that uses its
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innate biases linking syntax and semantics and learned
grammatical categories to semantically parse sentences and
guide word learning. The second talk, by Franklin Chang
will describe a connectionist model that does not require
explicit thematic roles or innate linking rules to learn
syntax, but instead can acquire language from visual-spatial
input. The third talk, by Micah Goldwater, presents a third
approach—a usage-based model that uses structured
symbolic representations and learns abstract thematic roles
via analogical abstraction

The symposium begins with a brief introduction, followed
by three presentations of computational models, and
concludes with a discussion exploring the issues.

Dedre Gentner will introduce the symposium. She is the
Alice Gabrielle Twight Professor of Psychology and
Education at Northwestern University.

Gary S. Dell will serve as the discussant. He is Professor
of Psychology and Linguistics at University of Illinois at
Urbana-Champaign.

We now summarize each talk in turn.

The Origin of Syntactic Bootstrapping: A
Computational Model
Syntactic bootstrapping proposes that children use

knowledge of sentence structure in sentence interpretation
and verb learning. We present a computational model of the
origins of syntactic bootstrapping, based on systems for
automatic semantic-role labeling (SRL). SRL models learn
to identify sentence constituents that fill semantic roles, and
to determine their roles, such as agent, patient, or goal. The
present 'BabySRL' instantiates the structure-mapping
account of syntactic bootstrapping (Fisher et al., 2010). We
assume a structure-mapping process between the nouns in a
sentence and the core semantic arguments of the verbs, in
which children are biased to create one-to-one mappings.
Given this one-to-one mapping bias, the number of nouns in
the sentence becomes intrinsically meaningful to toddlers.
Second, this account proposes that children's representations
of sentences, though partially specified, are couched in



abstract terms, permitting generalization of new syntactic
learning to new verbs. We used the BabySRL to investigate
the consequences of these assumptions for learning from
natural corpora of child-directed speech. The results yield
strong evidence that partial sentence representations
grounded in a set of nouns are useful as a foundation for
further learning. We show (1) that such representations
support new learning about English word order (e.g., the
first of two nouns is typically an agent), and (2) permit
children to learn which words are verbs by tracking their
argument-taking behavior in sentences.

Cynthia L. Fisher is Professor of Psychology and
Linguistics at University of Illinois at Urbana-Champaign.

The Dual-Path Model

A theory of language should unite acquisition, production,
and comprehension. To link acquisition to production,
Chang (2002) proposed a connectionist model called the
Dual-path model. The model used the same learning
mechanism for acquiring abstract English syntactic
representations to explain structural priming in adult
production (Chang, et al., 2006). The model could learn
English and Japanese to similar levels (Chang, 2009).
Importantly, the model’s incremental planning mechanism
could also account for the different direction of heavy NP
shift in each language. That is, English speakers tend to
postpone long noun phrases (NPs) to the end of sentences,
while Japanese speakers tend to place these NPs earlier.
Finally, a new version of the model has been developed
where thematic roles in the message are replaced with
arbitrary spatial pointers. The production or comprehension
of words depends on the activation of these pointers, and
hence they can simulate eye-tracking in scenes. The model
can account for different types of anticipation in English and
Japanese during eye-tracking in the visual world (e.g.,
Kamide et al., 2003). The model highlights the role of non-
linguistic processes such as implicit learning and spatial
binding in language acquisition and use.

Franklin Chang is Lecturer of Psychology at the
University of Liverpool.

An Analogical Learning Model of the Development
of Thematic Roles & Structural Priming

This model explores the hypothesis that analogical learning
processes can account for the abstraction of thematic roles
(Goldwater et al., 2011). We use SME (Falkenhainer et al.,
1989) and SAGE (Kuehne et al., 2000) to model analogical
mapping and generalization. Learning proceeds via
incremental comparison of specific examples to reveal their
common structure and create generalizations. This allows
the model to evolve abstract roles from verb-specific ones.
We assess the abstractness of the model’s semantic roles by
simulating structural priming in sentence production. To
construct an utterance for a new event, it first uses
analogical retrieval to find utterances with similar semantic
structure in memory. It then creates an analogical mapping
between events and transfers the previous sentence structure
to construct the new utterance. Hence, structural priming is
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shown when a new utterance has analogous structure to a
prime utterance.

We assume a usage-based learning trajectory in which
children’s initial semantic representations are verb-specific
(e.g., Tomasello, 2003). Because shared semantic structure
is necessary to show priming, early in training priming
occurs only across sentences that share verbs. As the model
learns, across-verb priming occurs. For example, initially
the model can align giving events only with other giving
events, because the roles do not match those of other verbs.
By gradual re-representation and generalization, the model
develops a hierarchy of more abstract roles.

Micah B. Goldwater is a postdoctoral fellow in the
Department of Psychology at Northwestern University.
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Summary

The question for the symposium is how best to understand bi-
ases in decision-making, going beyond traditional judgment
and decision-making (JDM) accounts such as prospect theory
to take a more modern reverse-engineering perspective bridg-
ing rational computational, algorithmic, and neural levels of
explanation, and viewing decision-making under risk and un-
certainty not just as a simple matter of evaluating lotteries
but in the context of cognition more broadly, taking seriously
learning, perception, motor control, memory, and action plan-
ning.

The dominant normative approach to studying decision-
making under risk is axiomatic expected utility theory, which
argues that any agent obeying seemingly reasonable axioms
of choice consistency can be modeled as maximizing the ex-
pected utility of its decisions. From decades of research that
analyzes people’s choices between simple gambles in the lab,
it is known that humans routinely violate these axioms. This
has forced decision theorists to adopt descriptive models of
choice that lack a normative rational in order to account for
observed patterns of choice, the most prominent of which is
Khaneman’s and Tversky’s prospect theory for one-shot de-
cisions under risk with immediate outcomes and hyperbolic
discounting for decisions involving delayed outcomes.

There are several challenges not addressed by prospect the-
ory and its variants. First, they are silent on the issue of the
cognitive mechanisms that are actually responsible for hu-
man choice behavior. Second, they do not seem as a prac-
tical matter to scale to real-world decision problems, where
the space of possible outcomes and actions is not sharply de-
fined, the effects of actions are highly uncertain, and the ex-
plicit calculation of expected values is impractical. Third,
they do not strongly constrain or give an underlying rationale
for the probability weighting function, temporal discounting
function, or utility function featured in prospect theory. Thus
these models cannot explain why these functions’ estimated
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forms and parameters seem to be greatly affected by seem-
ingly irrelevant factors of the task framing and setup, such as
whether the outcome probabilities are presented numerically
in tables or learned through experience and why the evalua-
tion of individual gambles seems to be highly effected by the
properties of other gambles in the choice set. More broadly,
these theories fail to explain why in day-to-day life human
decision-making seems to generally be highly robust and ef-
fective while sharply contrasting with normative predictions
in the simple, stylized decision tasks commonly used in JDM
experiments.

This symposium brings together researchers who repre-
sent a variety of perspectives on ways cognitive science
can inform our understanding of decision biases to address
these challenges, with relevance at all three Marr levels of
analysis. Malmaud and Tenenbaum, and Dayan both offer
computational-level Bayesian accounts that explain decision-
making biases as resulting from reasoning with priors that
are adapted for real-world or evolutionary-relevant decision
tasks. Malmaud and Tenenbaum explain choices in terms of
advanced models from the AI planning literature and animal
foraging theory. Dayan offers a neurobiological implementa-
tion of inference that spans the Marr levels.

Other approaches relate to algorithms levels of the Marr
hierarchy with links to lower and higher levels. Vul offers
an algorithmic description of biases as resulting from cogni-
tive limitations associated with reasoning using only a limited
number of samples from a posterior over decision parame-
ters. Maloney and Chater link high-level decision-making to
known properties of perception and cognition, such as scale-
invariance. Maloney gives a unifying account of the prob-
ability weighting function as arising from the same princi-
ples as perception of continuous quantities in psychophysics.
Chater explores the origin of subjective utility and tempo-
ral discounting through connections to broader cognitive pro-
cesses.

One general idea that cuts across all these approaches is
that human decision-making can be modeled in a unified way
as the result of general cognitive principles that offer prin-



cipled explanatory accounts of biases in decision-making,
rather than via a series of descriptive utility-maximizing mod-
els that have undergone ad hod adjustments to account for a
mélange of deviations from a narrow normative standard.

Malmaud and Tenenbaum: Prospect theory as
rational response

We will open the symposium by presenting a brief review
of the traditions of axiomatic decision theory and descrip-
tive prospect theory, including how sophisticated computa-
tional models are beginning to fill in some of prospect the-
ory’s known shortcomings as a model of high-level decision-
making at the individual level. We will briefly discuss our po-
sition that human decision-making is adapted for solving rich,
sequential decision problems with structured goals and highly
uncertain action-outcome contingencies and as such should
not be expected to perform optimally according to narrow
normative standards in simple one-shot decision tasks with
known contingencies. We will show how modeling human
choices as the result of employing state-of-the-art Al methods
for planning under uncertainty to a specific class of ’survival’
goals commonly studied in the animal foraging literature nat-
urally implies a sequential decision strategy that is compati-
ble with the descriptive predictions of prospect theory. Our
approach is also able to make predictions about human be-
havior for a wide class of tasks for which prospect theory is
not applicable. We will present preliminary empirical evi-
dence that these predictions are supported on a specific set of
ecologically relevant sequential decision tasks.

Dayan: Pavlovian choice illusions

One useful interpretation of many perceptual illusions is in
terms of biases resulting when the mechanisms of inference
reflect genetically encoded or learned priors that are incon-
sistent with a given scene. We will consider how some of the
biases of decision-making on which this symposium focuses
can be seen as illusions of choice arising from forms of Pavlo-
vian influences that reflect evolutionarily appropriate disposi-
tions. These influences are exerted by various neural systems,
notably the neuromodulators dopamine and serotonin and re-
gions of the amygdala, acting on areas such as the striatum
that are involved in decision-making. As an example, we will
discuss the case of behavioral inhibition, which is one very
general response to potential threats, and is closely associated
with serotonin. We will show how such inhibition can lead to
a particular form of bias in the on-line evaluation of complex
options, and show how problems with this bias might even
have deleterious psychiatric consequences.

Maloney: Ubiquitous log odds

Similar patterns of distortion are found in visual frequency
estimation, frequency estimation based on memory, and in
the use of probability in decision-making under risk. Based
on joint work with Zhang et al., I will show that probability
distortions in all cases (so far) can be approximated by a lin-
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ear transformation of the log-odds of probability or relative
frequency. The slope and intercept of the linear transforma-
tion control probability distortion. Researchers have not been
able to predict or explain the values of slope and intercept
observed in experiments across tasks or across participants.

In Zhang & Maloney (2012) we focused on one method for
presenting probability, the relative frequency of items of one
kind in a visual array of N items. We developed a model of
human distortion of relative frequency and demonstrated in
two experiments that we can separately control slope and in-
tercept with high accuracy. Our results support the conjecture
that probability is systematically adapted to particular tasks
much as perceptual information concerning lightness or loud-
ness is transformed. We shown how a simple model based on
chunking of information can explain the results we observe
with a high degree of precision.

Vul: Decision biases and heuristics arising from
inference by sampling

Across many domains, people integrate sophisticated world
knowledge with prior expectations nearly optimally, yet when
making conscious cognitive judgments, they seem to be
grossly irrational. I will explore a potential explanation: that
conscious cognitive judgments reflect sample-based approxi-
mate inference under constrained cognitive resources. Exper-
iments measuring multiple judgments from individuals with
no new information yield evidence for this sampling pro-
posal: any one decision appears to reflect only a small frac-
tion of the information the participant has available, suggest-
ing that each decision is based on only a small number of
samples. Here, I will talk about the tradeoffs inherent in using
a small number of samples for a decision: why we might want
to use few samples, the consequences of using a few samples
for judgments, the risks associated with using a few samples
when rewards are asymmetric, and how these consequences
relate to biases seen in judgment and decision-making.

Chater: From cognitive principles to JDM

This talk will consider how far candidate cognitive principles
(such as scale-invariance, relative coding of magnitudes, and
incommensurability between distinct dimensions) can pro-
vide quantitative and qualitative explanations of results in
decision-making. I will illustrate how widespread patterns
in JDM (such as constant relative risk-aversion and hyper-
bolic time-discounting) can be derived; and consider how ba-
sic cognitive processes can explain when and in what way,
such regularities break down. The aim is to build a theory
of JDM built on cognitive principles, rather than rational ax-
iomatic foundations.
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Introduction
The focus of the symposium is on real world implementations
of educational innovations based on cognitive and learning
science principles and  research. These real world
implementations can be in physical classrooms, on-line courses,
informal educational settings,as well as other learning
environments. The innovations can include new ways of
conceptualizing and presenting a domain, computer-
based multimedia learning tools, and other innovations. The
common thread though is that these innovations are beyond lab-
testing and are guided by principles and research from the
cognitive and learning sciences. The governing board
symposium will bring to the conference educational innovation
found in different parts of the world (US, Asia, Europe) from
distinguished ~ researchers  representing a  variety of
theoretical orientations and focusing on different aspects of the
learning process (e.g., cognitive, social, emotional/ motivational).

Can intelligent tutoring systems become even
more effective than human tutors?
Kurt VanLehn

This talk will start by reviewing reasons why human tutoring
should be more effective than computer tutoring. Studies indicate
that human tutors do not actually use some of the techniques that
they are assumed to use. Moreover, the techniques that they do
use are also used by step-based tutoring systems, which are a
type of intelligent tutoring system. Thus, it comes as no surprise
that step-based tutoring systems and human tutoring are equally
effective, as shown in a meta-analysis of content-controlled
experiments. This raises the question: what if step-based tutoring
systems started using some of the techniques that human tutors

were supposed to use? Would they even become more effective
than human tutors?

Social foundations of coordinated learning
across environments
Roy Pea

A persistent challenge in the learning sciences is accounting
for coordinated learning across the socio-cultural
environments in which people participate. K-12 aged children
have been a special focus of these inquiries, given the
preponderance of their awake time for learning outside of
school, the recalcitrant problems of transfer of school learning
to life, the underuse of funds of knowledge children have
from life in school learning, and persistent achievement gaps.
Contemporary accounts of K-12 learning over environments,
while still attentive to cognitive issues of learning and
reasoning in the disciplines, have been making substantive
progress on the coordinated learning challenge in their
attention to associated learner developments in identity,
interests, social networks (and affiliated social learning
capital), and examining social learning mechanisms such as
imitation, joint visual attention, formative feedback,
positioning in discourse, and accountable reasoning and talk
in communities of practice. Highlights of recent work on
these issues are also imbued with significance for socio-
technical design of engaging learning environments that can
mediate learning using new social media and mobile
technologies. Our NSF-funded LIFE Center (Learning in
Informal and Formal Environments) has been pursuing these
issues as it seeks to develop and test principles about the
social foundations of human learning from infancy to
adulthood. Select findings will illustrate these developments
towards understanding and designing connected human
learning.



Bridging cognitive and learning sciences by
engineering constructive interaction in Asian
classrooms
Naomi Miyake

Real-world learning situations provide us with test fields for our
cognitive science theories of how people learn. In this
presentation, I report a case where a fundamental framework
about how people constructively interact to learn could guide
some policy making and practices in classrooms, which could
influence the course of change in Japanese school education.
The framework is named “constructive interaction,” (Miyake,
1986) which states that two person, when engaged in solving a
shared problem, exchange roles of a task-doer who proposes
possibilities for solutions and a monitor who reflects upon such
proposals, and such role exchange potentially promote each
participating individual’s understanding of the problem.

Though group work has been common in Japanese
classrooms, such practice has not been guided nor assessed via
lenses of cognitive and learning sciences. In the pursuit of
acquiring the 21% century skills, current classrooms have been
trying to shift their practice from teacher-centric, fact-oriented
training to learner-centric, knowledge-building learning. In such
classes the learners’ activities are often socially interactive, or
collaborative. There are many different ways to make a
classroom collaborative, sometimes with confusion about which
leads to which outcome. In my recent research in promoting
collaborative classrooms based on the above framework, I have
identified three research questions related to such confusion,
created a testable classroom design to answer the questions. The
three questions are to confirm that (1) outcomes of constructive
interaction are individualistic, not easily shared by other
members of the same group (or class), (2) a learner who mostly
listens and monitors can still learn as much as more active
learners, and (3) for a constructive interaction to lead productive
learning, there is no need to socially organize the group, but it is
essential for the members to share the desire to solve an
apparently shared problem, or understand it. During 2010 and
2011, one hundred and four teachers from elementary to high
school devised and delivered such classes in major subject areas,
which resulted in higher performance than regular classes, with
higher motivation to learn more after the class (http://coref.u-
tokyo.ac.jp/en). The findings so far show that the answers to the
above three questions are positive, as predicted by the basic
framework of constructive interaction, making it possible to
crease design principles for designing more productive
collaborative classes around cognitive science frameworks. It
has also been shown that this type of cognitive-science-based
design principles could guide real learning in real classrooms,
and when some basic cognitive science is shared by the
practitioners, the outcomes of such classrooms can lead them to
develop better practices on their own.

Emotions are important for students’ learning
and achievement
Reinhard Pekrun

Emotions are ubiquitous in academic settings. Students
frequently experience emotions such as enjoyment, hope,
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pride, anger, anxiety, shame, hopelessness, and boredom in
these settings. Moreover, these emotions are likely to
influence students’ learning, achievement, and health.
Traditionally, they have not received much attention by
empirical research, test anxiety studies and attributional
research being notable exceptions. During the past ten years,
however, there has been growing recognition that emotions
are central to students’ learning. In this presentation, I will
address the functional relevance of emotions for student
learning. Subsequently, I will discuss the origins of these
emotions and related educational intervention aiming to
promote adaptive emotions that facilitate academic learning.
Pekrun’s (2006) control-value theory of achievement
emotions will be used as a conceptual framework.

Test anxiety research has shown that anxiety can exert
profound effects on academic performance; is this true for
other emotions as well? 1 will discuss five cognitive and
motivational mechanisms that can mediate effects on
learning: (1) availability of working memory resources; (2)
long-term storage of information in terms of retrieval-induced
forgetting and facilitation; (3) intrinsic and extrinsic
motivation to learn; (4) use of learning strategies; and (5) self-
versus external regulation of learning. As a consequence of
effects on these processes, emotions can profoundly influence
students’ competence development. 1 will present
experimental evidence and findings from two longitudinal
studies on upper elementary and university students’
emotions documenting these effects.

Given that students’ emotions are functionally important,
their origins and related educational tools to modify these
emotions should be considered. Using the control-value
theory, 1 will argue that appraisals of control over
achievement activities and outcomes, and of the value of
these activities and outcomes, are fundamentally important
for emotion arousal in academic settings. By implication,
teachers, tasks, and learning environments influence students’
emotions by shaping their perceived control and values, and
ways to influence these emotions can be developed by
considering these appraisals. One especially important
variable shaping students’ appraisals and emotions likely is
the cognitive quality of tasks. I will present exemplary
evidence from an intervention study which examined the
impact of cognitively activating tasks involving mental
modeling on students’ emotions in mathematics. The findings
suggest that it is possible to promote students’ appraisals and
adaptive emotions by shaping tasks and learning
environments in cognitively and emotionally activating ways.
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Introduction

The purpose of this symposium is to highlight how the
vertical dimension is perceived and represented differently
from the horizontal dimensions, and the role of this
dimension in spatial learning. This is a new and important
issue because literature on spatial cognition has hitherto
neglected the study of the vertical dimension, under the
assumption that space can identically be investigated in the
horizontal plane. This notion, while untested, ignores a
crucial, unique property of the vertical dimension — that of
being parallel to the force of gravity, which poses
constraints on affordances and energetic potential.
Additionally, the ability to move freely in three dimensions
imposes computational complexities not present in two.
New research impetus is trying to clarify the role of the
vertical dimension in space. The present symposium will try
to tie together different perspectives (psychophysics,
cognition, neurophysiology), using different animal models
(human and non-human), and different experimental
methods (real and virtual environments), in order to provide
a synthetic view on this issue, and to establish future goals
of common interest. We focus here on two aspects of three-
dimensional space: surface properties (e.g., hills and
valleys) and volumetric properties.

Surface Properties

A major constraint to terrestrial movement is represented
by the inclination of the terrain. While a moderate hill can
be a challenge to walk, a steep one can be dangerous and
energetically depleting. Therefore, it is ecologically
adaptive for our perceptual system to be extremely sensitive
in estimating geographical slants. Recent research by
Durgin’s lab has indeed shown that the coding of slant, and
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other angular variables, is exaggerated by the introduction
of perceptual biases, such that the range of inclinations
relevant to locomotion is more densely coded (Durgin & Li,
2011). This angular scale expansion enables us to more
precisely represent small differences in inclinations, and
thus may improve the precision of action control.
Furthermore, the theory quantitatively predicts the well-
reported overestimation of hill slant, suggesting that this
phenomenon may not be directly due to a role of effort or
physical potential, but to a more general angular coding
scheme that is useful for action control as well as route
planning and spatial orientation.

Beyond perceptual encoding of slope for action, recent
research has demonstrated large individual differences in the
ability to rely on slope cues for cognitive spatial tasks,
including navigation (Weisberg & Newcombe, 2011). Given
that slope is a stable and salient part of the lay of the land, a
fundamental question explored in a line of research by
Weisberg is whether people are able to take slope into
account when building a mental map of the environment —
and what makes slope difficult to use for some people.
Using a navigation task in a virtual environment, it was
found that individual’s navigation ability is a crucial factor
in determining whether terrain slope facilitated a more
accurate representation: in a complex environment, only
good navigators were able to take advantage of the
information. This result is very important because it can
explain previously reported sex-specific difficulties with
slope in light of individual differences in broad spatial
abilities.

Given the theoretical distinctiveness of the vertical
component of space, due to its link with the gravity axis, an
important question to investigate is the salience of vertical
information in spatial learning tasks. Studies on non-human
animal models have indicated that vertical information
dominates over horizontal information. Recently, a line of
research by Nardi has investigated if the same occurs in
humans. Reorientation was tested in a real-world



environment with two different strategies available: one
based on directional cues (the slope gradient of the tilted
floor) and one based on positional cues (landmarks).
Interestingly, slope information did not dominate the
reorientation process, as people were equally likely to rely
upon either cue. Furthermore, men and women did not
significantly differ in their reliance on slope or landmarks,
suggesting that in a real environment there is not a sexually
dimorphic preference for spatial strategies. However, men
exhibited greater overall confidence in solving the task.
These findings suggest that the female disadvantage with
slope cues, shown in Nardi, Newcombe, and Shipley (2011),
could be due — at least partially — to a general difficulty in
reorienting, namely lower spatial confidence.

Volumetric Properties

Our evolutionary ancestors, being aquatic, moved freely
in all three dimensions, and many animals still do. It is
therefore likely that the brain has evolved a method for
representing volumetric space in a cognitive map, but the
properties of this map are not yet understood. Studies of the
representation of space at the single neuron level are
providing clues, however. In ordinary, horizontal
environments, place cells in the hippocampus encode
location while grid cells, in the neighbouring entorhinal
cortex, encode an integrated signal of distance and direction.
Jeffery’s lab has studied for the first time how place and
grid cells respond to travel in the vertical dimension. Using
rodents as an animal model, it was found that while grid
cells are highly insensitive to vertical distances, place cells
do show some responsiveness, though at a coarser scale than
for horizontal distances (Hayman, Verriotis, Jovalekic,
Fenton & Jeffery, 2011). The findings suggest that the
representation of vertical space, or perhaps space in the
dimension normal to the body plane of the animal, is
represented differently, and maybe non-metrically.
Preliminary behavioral studies support this notion, finding
that rats and mice can encode goal locations in three
dimensions but prefer to organize their search behavior in
horizontal bands.

From the above findings, it seems that the so-called
“cognitive map” of space may perhaps not be uniform in all
dimensions, despite our subjective experience to the
contrary, a finding that has implications for those navigating
in volumetric spaces (astronauts, pilots, deep sea divers,
virtual reality explorers etc).
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The issue

Economic crises bring to the fore deep issues for
the economic profession: why are such crises
often not foreseen, and what does this entail for
economic theory? In this symposium we also
adopt a self-critical analysis, by asking the
following: what can the cognitive science
community say or learn about cognition and
behavior in the context of economic crises? After
all, cognitive science shares one of its principle
objectives with economics: to investigate and
model the principles that underlie and govern
human behavior.

Challenges

The current financial crisis presents us with a real-
world example of decision making under
uncertainty. Cognitive science offers a variety of
theories and models, from probabilistic models of
cognition (Chater & Oaksford, 2008) to heuristic
approaches (Gigerenzer & Gaissmaier, 2011),
each designed to describe decision making under
uncertainty. Empirically, the extant methods used
to examine this question in both economics and
psychology involve simple choice tasks (e.g.,
lotteries and games  with  well-defined
probabilities and outcomes). But, are the models
sufficient to accurately represent uncertainty, and
are the tools adequate for the job of capturing
decision making under uncertainty?
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Uncertainty can permeate all aspects of a
decision problem, from constructing the action
space, to inferring probabilities of outcomes and
the behavior of other agents in the situation. For
instance, politicians need to decide whether to bail
out fragile banks and countries under time
pressure, with incomplete information about the
problem space, and the necessity to manage
conflicting goals (e.g., also considering the needs
of their won electorate). Turning situations of this
kind into lottery type tasks may in fact be a way
of translating the unmanageable (uncertainty) into
something manageable (risk), but at the same time
the evidence may be giving answers to the wrong
kind of questions.

Additionally, there is an issue of scalability.
Neoclassical economics assumes that macro-level
behavior can be deduced from modeling agents as
rational, utility-maximizing individuals. While
this oversimplification is often recognized by
economists, scaling up to the aggregate level is a
necessity when having to inform policy decision.
The crucial challenge in revising the
microfoundations of economic behavior is how
we can build more realistic models, which
nevertheless can be scaled up to the aggregate
level.

Goals of the Symposium

The symposium is themed around the target
questions: What can our community say or learn
about cognition and behavior in economic crises?



For instance, could rational or heuristic models
help predicting or preventing crises? Or could the
psychology of crowds help to explain economic
crises? By bringing together researchers with
different research perspectives and
methodologies, the key objective is to discuss the
challenges that real-world problems such as
economic crises present us with, and ways in
which cognitive science could possibly inform
economic theory and policy making. The
symposium will consist of a general introduction
(Osman, Meder), four talks (Chater, Gigerenzer,
Neth, Read) and a discussion (Meder, Osman)
involving all participants.

Nick Chater

Chater’s work has explored the fundamental
principles of cognition, in particular in contexts in
which the cognitive system is faced with uncertain
inferences (e.g., learning, decision making,
reasoning, perception). Recently, his work also
concerns applications to policy making.

Vlaev, I., Kusev, P., Chater, N., Stewart, N., & Aldrovandi,
S. (2010). Domain effects and financial risk attitudes.
Risk Analysis, 30, 1374-1386.

Chater, N., & Oaksford, M. (2008). The probabilistic mind:
Prospects for Bayesian cognitive science. Oxford: OUP.

Gerd Gigerenzer

Gigerenzer’s core research approach has been to
understand decision making from the perspective
of bounded rationality. This includes heuristic
decision making and the development of effective
tools for risk communication, with the goal of
helping people to make better decisions in an
uncertain world.

Gigerenzer, G., & Gaissmaier, W. (2011). Heuristic
decision making. Annual Review of Psychology, 62,
451-482.

Gigerenzer, G., & Selten, R. (Eds.). (2001). Bounded
rationality: The adaptive toolbox. Cambridge, MA: MIT
Press.

Bjorn Meder

Much of Meder’s work has been concerned with
the connections between causal induction and
decision making. His recent research focuses on
information search, economic psychology, and
alternative frameworks of rationality.
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situation-specific reward functions. Judgment and
Decision Making, 7, 119-148.
Hansjorg Neth
Do people allocate their resources (time,

information processing effort) adaptively when
facing tasks that vary in their demands and
complexity? Neth’s empirical work has examined
task switching behavior and simple satisficing
strategies in cognitive foraging tasks, consumer
choice, and financial decision making.

Neth, H., Khemlani, S. S., & Gray, W. D. (2008). Feedback
design for the control of a dynamic multitasking system:
Dissociating outcome feedback from control feedback.
Human Factors, 50, 643-651.
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Discretionary task interleaving: Heuristics for time
allocation in cognitive foraging. Journal of Experimental
Psychology: General, 136, 370-388.

Magda Osman

Osman’s work explores dynamic decision making
and shows that people are sensitive to underlying
differences in the stability of the environment
when tasked with controlling uncertainty in
micro-world dynamic environments.

Osman, M. (2010). Controlling uncertainty: A review of
human behavior in complex dynamic environments.
Psychological Bulletin, 136, 65-86.

Osman, M., & Speekenbrink, M. (2011). Information
sampling and strategy development in complex dynamic
control environments. Cognitive Systems Research, 12,
355-364.

Daniel Read

Within the domain of judgment and decision
making, Read has studied a variety of behaviors
including seeking (how consumers choose to
diversify consumption), intertemporal choice
(how people trade off current and future
consumption), and decision making under risk.

Read, D. (2007). Time and the marketplace. Marketing
Theory, 7, 59-74.

Read, D. (2007). Utility theory from Jeremy Bentham to
Daniel Kahneman. Thinking and Reasoning, 13, 45-61.
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Challenging I ssues

As complexity in our everyday environment
increases (e.g., mobile applications for monitoring
energy consumption), how do we adapt and react
to the changing demands placed on us? In
dynamic decision making (DDM) problems, the
environment changes over time due to previous
decisions made and/or factors outside the control
of the decision-maker. To maximize his/her
reward, an agent effectively needs to control a
complex dynamic system. This often involves
planning in the face of uncertainty about how
decisions change the state of the system and the
rewards that can be obtained. Thus, DDM refers
to a process by which an agent selects a course of
action in a manner that achieves or maintains a
desired state in a dynamic environment. This
includes balancing exploration and exploitation,
distinguishing between different sources of
variability within the environment, and tracking
the current state of the environment (i.e,
filtering).

Thus far there has been little attempt at a
synthesis of the amassing research from different
areas of cognitive science directed towards
understanding DDM. The objective of this
symposium is to bring together the latest
theoretical approaches and empirical research
investigating DDM. The speakers range in
expertise from comparative (Prof Watanabe),
applied (Prof Harvey) and cognitive psychology

(Dr Osman), computational neuroscience (Prof
Dayan), and computational learning theory (Dr
Speekenbrink). By bringing these diverse
approaches together, the aim is to generate
discussion around the following critical question:
What are the processes/mechanisms that enable
us to adapt to changes in uncertain environments
in terms of the information we process, the
decisions we make, and the intrinsic and extrinsic
goals that we pursue? The symposium will
consist of a general introduction (Osman), three
talks (Dayan, Harvey, Wanatabe) and an extended
discusson  (moderated by  Speekenbrink)
involving al participants.

Peter Dayan

Peter Dayan's work in computational and
experimental neuroscience has  contributed
significantly to our understanding of the neural
mechanisms underlying DDM and the learning of
reward structures therein. Dayan is an expert on
reinforcement learning and in recent work, has
elucidated the distinction between “model-based”
and “model-free” learning and the neural circuits
supporting these.

Model-based learning, usualy associated with
declarative task-knowledge, can support complex
planning. Model-free learning, due to its more
procedural nature, supports quick and habitual
decisions, but will not cope well in an
environment that undergoes rapid, abrupt
changes. Dayan's recent work has shown how
both processes work concurrently to support
effective DDM.
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Nigel Harvey
How effective are judgments, and what role do
they play in using evidence to plan actions in
complex decision making environments? Nigel
Harvey’'s work in cognitive and applied decision
making has developed cognitive modes of
judgments and decisions, and the confidence
placed therein, in a variety of domains including
economic (e.g., consumer choice behavior),
financid and medica (e.g., comparisons of
clinical and actuaria judgment). More recently,
Harvey has shown that in a variety of decision
making situations people decide whether to focus
their efforts on acquiring new information from
feedback, or whether to implement their extant

knowledge.

Harvey, N. (2011). Learning judgment and decision making
from feedback: An exploration-exploitation trade-off? In
M.K. Dhami, A. Schlottmann and M. Waldmann (Eds.)
Judgment and decison making as a skill: Learning,

development, and evolution. Cambridge: Cambridge
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Magda Osman
Magda Osman’s recent work has advanced the
proposal that successful learning in DDM

environments can be achieved indirectly via
prediction or directly via control processes. In two
reviews of DDM, Osman brings together
theoretical and empirica research from disparate
disciplines spanning engineering, machine
learning, management, social and cognitive
psychology, and neuroscience, and shows that
each has contributed to answering the question:
How do we isolate the effects of our actions from
those generated independently in order to achieve

desirable outcomes?
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Maarten Speekenbrink

In DDM  environments, the potentia
consequences of actions can change over time,
either due to previous actions or external factors.
How do people adapt their representations of a
task to such abrupt or gradual changes? In
contrast with popular beliefs, the findings from
Speekenbrink's research suggest that people are
generally able to rapidly adapt their predictions to
different types of changes in multiple cue

environments.
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M asataka Watanabe

Adaptive goal-directed behaviours can be
acquired by neuronal mechanisms that can learn
and anticipate the possible outcomes of actions,
and determine the actions that might be successful
for achieving desirable outcomes. Having close
anatomical connections with high-order cortical
and subcortical limbic areas, the prefrontal cortex
(PFC) play the most important role in this process.
In several primate studies, Masataka Watanabe
has shown that neurons in the lateral PFC
integrate cognitive (outcome probabilities) and
motivational (rewards) representations that enable
adaptive  decison making in  complex
circumstances.

Watanabe, M. (2007). Role of anticipated reward in
cognitive behavioral control. Current Opinion in
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Watanabe, M. (2009) Role of the primate latera prefrontal
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Introduction

The notion of mental grammar has been at the heart of
linguistic theorizing for much of the past century. The
arguments for the existence of grammar, a set of mental
rules/constraints  governing the well-formedness of
linguistic structures, are vast and varied, however the central
argument that has been made in its favor is that speakers are
capable of producing (and understanding) an infinite set of
systematically structured words (phonology, morphology)
and utterances (syntax).

Within the cognitive sciences, the notion of mental
grammar has been reserved to describe competence in
spoken language, signed language, and on occasion,
narrative structure. This symposium explores the possibility
that the notion of grammar should be extended to other
cognitive domains, specifically the domain of written and
graphical communication. Four different domains
representing a broad swath of written communication are
considered: letter combinations in spelling (orthotactics),
sequential images in comics, the internal structure of
individual Chinese characters, and the formal structure of
calligraphic scripts. Although these domains all integrate
elements of spoken language (e.g., phoneme-grapheme
mappings, thought bubbles in comics, etc.), this symposium
focuses exclusively on those aspects that are distinct from
spoken language: abstract orthography-specific spelling
knowledge, the system by which narratives are constructed
with sequential graphical panels, the internal formal
structure of Chinese characters, and the constraints
governing the articulation of brushstrokes in a calligraphic
manuscript.

The papers presented here provide theoretical and
experimental evidence that the move to extend the notion of
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grammar to these domains is substantive and is not simply a
metaphor or an analogical borrowing of terminology. These
domains are shown to have complex internal structure that is
subject to specific constraints on well-formedness. In some
cases acceptability judgments and electrophysiological data
indicate that speakers have online, synchronic knowledge of
these structural constraints. The similarities and differences
between the grammars of natural languages and the
written/graphical domains presented here will be discussed.
Regardless of whether term ‘grammar’ is ultimately applied
in these cases, the complexity and systematicity of the
cognitive processes underlying these domains must be
recognized.

Modeling the statistical structure of
orthographic representations

The study of positional and sequential restrictions on speech
sounds (phonotactics) is a traditional subfield of linguistics
that has been the subject of much recent experimental and
computational research (e.g., Vitevitch et al., 2004; Hayes &
Wilson 2008). The possibility that there are analogous,
independent restrictions on graphemic representations --
orthotactic constraints on letter or grapheme sequences that
are formally similar to those found in spoken language but
not reducible to phonotactics or other phonological
regularities -- has not been extensively investigated (but see
Jespersen 1909-1949; Venezky 1970). In this talk, Wilson
evaluates the evidence for an independent orthotactic
component by combining a number of methodologies:
computational modeling of the mapping from phonology to
orthography in spelling, which is plausibly constrained to
construct letter strings that are orthotactically acceptable;
experimentally elicited judgments of stimuli that differ in
spelling but not pronunciation; and prediction of spelling
errors made by normal and impaired individuals, which may



similarly respect orthotactic restrictions despite deviating
from the intended outputs. The talk also discusses the
reciprocal issue, namely how grammatical knowledge of
phonotactics can constrain and simplify the mapping from
orthography to phonology in reading aloud. The resulting
model is one in which individual grammars of sound,
spelling, and the mapping between them combine to explain
the joint statistical structure of the spoken and written forms
of words. (This talk is based on joint work with Mike
McCloskey, Simon Fischer-Baum, and Don Mathis).

The grammar of visual narratives: Structure
and processing of sequential images in comics

Comics are a ubiquitous form of visual narrative in
contemporary society, and nowhere is this more prevalent
than Japan, where comics occupy over one-third of all
printed material (Gravett, 2004). In this talk, Cohn argues
that, just as syntax allows us to differentiate coherent
sentences from scrambled strings of words, the
comprehension of sequential images in comics also uses a
grammatical system to distinguish coherent narrative
sequences from random strings of images. First, Cohn will
present a theoretical model of the narrative grammar
underlying comics—a hierarchic system of constituency
structure that constrains the sequences of images. He then
will provide an overview of recent research that supports the
psychological validity of this grammar, using methods from
psycholinguistics and cognitive neuroscience. In particular,
Cohn will emphasize that the same neurophysiological
responses that appear to violations of syntax and semantics
in sentences appear to violations of narrative and semantics
in the sequential images of comics. Finally, Cohn considers
what ramifications a narrative grammar of sequential images
has on theories of verbal narrative and language in general.

Levels of analysis in the generalization of
Chinese character regularities

Regardless of calligraphic style, Chinese characters obey
strict shape regularities, including restrictions on
reduplicated elements and on the location and shape of
semantic radicals. In this talk, Myers argues that these
regularities should be ascribed to a true grammar.
Experimentally collected well-formedness judgments of
nonce characters show that the regularities are
psychologically active and readily generalize to non-radicals
and lexically non-reduplicating character elements (Myers,
2011). New reanalyses show just how far beyond lexical
analogy these generalizations can go. Intriguingly, the
superficially distinct regularities are derivable from a single
abstract structural template that, like metrical feet, shows
asymmetric binary branching (Myers, 1996). New cross-
regularity priming experiments test whether this template is
itself active in character judgments. Together the findings
suggest that high-level character grammar is not only real,
but akin to prosody in spoken and signed languages.
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Constraint interaction in the analysis of
Chinese calligraphic scripts

The field of Art History has traditionally treated its object of
study—art, in its various physical manifestations—as a
phenomenon “out in the world”. Yet, art, like language, is
fundamentally a product of the human mind. Goldberg and
Cohen-Goldberg argue that the field of Art History can
benefit from a mentalist perspective where art is considered
the product of artistic/esthetic cognition. Goldberg and
Cohen-Goldberg provide a theoretical account of Chinese
calligraphy that views calligraphic scripts (seal, clerical, and
standard scripts) as the product of a grammar that must
simultaneously balance the needs of scriptual well-
formedness and legibility (Goldberg, 2004). Borrowing
notions from work in theoretical phonology, they argue that
calligraphic grammars consist of “markedness” constraints
that assure that the calligraphic inscription possess script-
typical qualities while “faithfulness” constraints ensure the
recoverability of the underlying character. Utilizing this
framework, they report novel results concerning 1) the
various types of scope that are active within a calligraphic
script and 2) the formal relationships that exist between
scripts.
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Abstract

The Bayesian generalization framework has been successful
in explaining how people generalize a property from a few
observed stimuli to novel stimuli, across several different
domains. To create a successful Bayesian generalization
model, modelers typically specify a hypothesis space and
prior probability distribution for each specific domain. How-
ever, this raises two problems: the models do not scale beyond
the (typically small-scale) domain that they were designed
for, and the explanatory power of the models is reduced by
their reliance on a hand-coded hypothesis space and prior. To
solve these two problems, we propose a method for deriving
hypothesis spaces and priors from large online databases. We
evaluate our method by constructing a hypothesis space and
prior for a Bayesian word learning model from WordNet, a
large online database that encodes the semantic relationships
between words as a network. After validating our approach
by replicating a previous word learning study, we apply the
same model to a new experiment featuring three additional
taxonomic domains (clothing, containers, and seats). In
both experiments, we found that the same automatically
constructed hypothesis space explains the complex pattern of
generalization behavior, producing accurate predictions across
a total of six different domains.

Keywords: generalization; concept learning; word learning;
Bayesian modeling; online databases

Introduction

Many problems solved by the mind conform to the same ab-
stract computational formulation: How should a property be
generalized to novel stimuli from a set of stimuli observed to
have the property? As there are many ways to extend the
property that are consistent with some observed evidence,
these are problems of induction, where the evidence con-
strains, but does not determine, the solution to a problem. The
Bayesian generalization framework (Shepard, 1987; Tenen-
baum & Griffiths, 2001) has been remarkably successful at
explaining human generalization behavior in a wide range of
domains. However, its success is largely dependent on the
choice of a hypothesis space and a prior probability distribu-
tion on hypotheses, which are usually hand constructed by
the researcher for each specific problem. This is unsatisfy-
ing practically, because the models do not scale beyond the
originally modeled problem, and theoretically, as it is unclear
whether their success is due to the cleverness of the modeler
and not because of a deep mathematical property of the com-
putational problem that people solve.

One possible solution is to use existing sources of infor-
mation about the organization of a domain as the basis for
specifying a hypothesis space and prior. This helps address
both the practical and the theoretical concerns raised by the

Bayesian generalization model. In this paper, we use this
approach to show how a hypothesis space and prior can be
constructed automatically from a large online database, mak-
ing it possible to apply the Bayesian generalization frame-
work to a wide range of naturalistic stimuli. We focus on one
specific generalization problem, word learning, where peo-
ple learn new words from observing a few objects that can be
labeled with that word. Given that the number of possible ex-
tensions of a word is essentially infinite, learning the objects
referred to by a word is a very difficult inductive problem
(Quine, 1975). Xu and Tenenbaum (2007) showed how the
Bayesian generalization framework could be used to explain
how people learn new words. However, to construct the hy-
pothesis space of their Bayesian model, Xu and Tenenbaum
(2007) elicited approximately 400 similarity judgments from
their participants. Clearly this is not practical to extend into
every domain where people learn words. Thus, word learn-
ing is an appropriate setting for exploring novel methods of
constructing hypothesis spaces and prior distributions.

We propose a method for automatically constructing the
hypothesis space and prior distribution of a Bayesian word
learning model using freely available online resources. In
particular, we use WordNet (Fellbaum, 2010; Miller, 1995)
as an initial source for automatically creating the hypothesis
space, and ImageNet (Deng et al., 2009) as a source of natu-
ralistic images that can be used as stimuli to test the resulting
model in behavioral experiments. WordNet is a popular lexi-
cal database of English comprised of over 100,000 relational
sets of synonyms. ImageNet is a large ontology of images
conforming to the hierarchical structure of WordNet, with the
aim of providing over 500 high-quality images per noun in
WordNet. These resources allow us to construct hypothesis
spaces and prior distributions for word learning without elic-
iting a single judgment from participants and test the result-
ing model on a much larger scale than was previously pos-
sible. We demonstrate that the Bayesian model formulated
from WordNet captures participant judgments in two behav-
ioral experiments, addressing the practical and theoretical is-
sues with Bayesian models discussed earlier.

The plan of the rest of the paper is as follows. In the next
sections we review the Bayesian generalization model and
then examine how Xu and Tenenbaum (2007) constructed the
hypothesis space for their Bayesian word learning model. We
then show how to build a hypothesis space from WordNet that
can be used to evaluate word learning models on a large scale.
Afterwards, we present two experiments utilizing this hypoth-



esis space: one that replicates a previous study of adult word
learning, and one that investigates word learning for a set of
complex concepts in novel domains. Finally, we discuss the
implications of our work and future directions for research.

The Bayesian Generalization Framework

The Bayesian word learning model is a special case of the
Bayesian generalization framework. This framework has
been used to model generalization in a number of domains in-
cluding dimensional concepts (Austerweil & Griffiths, 2010;
Shepard, 1987; Tenenbaum, 1999), word learning (Xu &
Tenenbaum, 2007), numerical concepts (Tenenbaum, 2000),
sequential rules (Austerweil & Griffiths, 2011) and rule-
based categorical concepts (Goodman, Tenenbaum, Feldman,
& Griffiths, 2008). Typically, problems are formulated in this
framework as follows: Assume we observe n positive ex-
amples x = {xj,...,x,} of concept C and want to compute
P(y € C|x), the probability that some new object y belongs
to C given the observations Xx. We compute this probability
by using a hypothesis space #, which is a set of hypothetical
concepts, where each hypothesis is defined by the objects that
would be members of the concept if the hypothesis were true,
P(x|h).

Defining a Bayesian generalization model amounts to
defining a hypothesis space #, a prior probability distribu-
tion over hypotheses, P(h), and for each hypothesis, a likeli-
hood function, P(x|%), indicating the probability of observing
a set of objects x given that the hypothesis is true. A typi-
cal definition of the likelihood follows from assuming strong
sampling, where objects are generated uniformly at random
from the true hypothesis (Tenenbaum & Griffiths, 2001)

P(x|h) = {

This likelihood function instantiates the size principle for
scoring hypotheses: hypotheses containing a smaller num-
ber of objects assign greater likelihood than hypotheses with
more objects to the same set of objects (Tenenbaum, 1999;
Tenenbaum & Griffiths, 2001). The prior distribution over
hypotheses, P(h) depends on the domain and in previous lit-
erature has ranged from a simple uniform distribution over
the hypothesis space (Shepard, 1987) to a stochastic process
over tree structures (Kemp & Tenenbaum, 2009). Given the
prior and likelihood, the posterior probability that a hypoth-
esis is true given a set of objects belonging to a novel con-
cept, P(h|x), follows from Bayes’ rule: P(h|x) o< P(x|h)P(h).
From this, we can compute the probability that a new object
y is also a member of the concept C by averaging the predic-
tions of all hypotheses weighted by their posterior probabili-
ties:

1/[n"
0

ifxCh
otherwise -

ey

P(yeClx)= ) P(yeClh)P(h|x),
heH

@)

where P(y € C|h) = 1 if the new object y is in hypothesis A,
and 0 otherwise.
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Word Learning as Bayesian Inference

Xu and Tenenbaum (2007) derived the hypothesis space for
their Bayesian word learning model by applying hierarchical
clustering (see Duda & Hart, 1973) to the perceived similar-
ity of every pair of objects. The hypothesis space, prior and
likelihood are defined by the tree resulting from hierarchical
clustering. Using a tree is well justified from a psycholog-
ical perspective as children assume the possible referents of
novel nouns are tree-structured (Markman, 1991). Nodes in
the tree represent potential words (hypotheses) which extend
to all the leaves they cover, where the leaves of the tree corre-
spond to the domain of possible objects. The height of a node
h (minimal distance from the node to a leaf) is a measure of
the average pairwise dissimilarity of objects covered by node
h and approximates the heterogeneity of the objects that can
be called that word. The intuition that more distinctive clus-
ters are more likely to have distinguishing names, was incor-
porated by defining the prior P(k) to be proportional to the
branch length separating node /4 from its parent:

P(h) o< height(parent(h)) — height(h), 3)
where parent(/) returns the parent of node /. To incorporate a
basic-level bias (Markman, 1991; Rosch, Mervis, Gray, John-
son, & Boyes-Braem, 1976) in which new words tend to refer
more often to a word at an intermediate level in a taxonomy,
the prior probability of hypotheses at the basic level were 10
times the value given by Equation 3 (see below for examples).
As the height of node / also approximates the number of ob-
jects in the extension of the possible word 4, the likelihood of
observing n objects called word 4 is defined as

P(x[h) (4)

1 n
= [height(h)—&-e} ’
where € is a small constant so that the leaf hypotheses (those
that refer to only a single object) do not have infinite likeli-
hood (as their height is zero).

Using this framework, Xu and Tenenbaum (2007) accu-
rately predicted how people extend words to new objects de-
pending on the diversity and number of objects labeled with
that word. In a set of experiments on both adults and chil-
dren, they showed participants one or more positive exam-
ples of a novel word while manipulating the taxonomic re-
lationship of the objects the word referred to. For example,
participants might observe one Dalmatian, three Dalmatians
(exemplars at the subordinate-level), a Dalmatian, terrier, and
mutt (exemplars at the basic-level), or a Dalmatian, pig, and
toucan (exemplars at the superordinate-level) being labeled
with a novel word (e.g. “fep”). After observing a word re-
fer to one or three example objects at the subordinate, basic,
or superordinate-level, they were asked whether the word re-
ferred to novel subordinate, basic, superordinate, and out-of-
domain objects.

When participants were given one example of an ob-
ject that refers to a word (e.g. one Dalmatian), they tended



to select the subordinate-level matches (e.g. the two other
Dalmatians) and the basic-level matches (e.g. the two non-
Dalmatian dogs). However, when they were shown three
subordinate-level examples of a concept (e.g. three Dalma-
tians), the participants tended to choose only the subordinate-
level matches (e.g. they only believed the word referred to
the two other Dalmatians). The Bayesian word learning
model captured this phenomenon because the prior favors
words at the basic-level, but the likelihood favors words at
the subordinate-level, and the likelihood’s weight increases
exponentially in the number of objects.

Unfortunately, the manner in which the hypothesis space
was constructed (through hierarchical clustering on pairs of
similarity judgments) poses a serious constraint to assessing
the model’s validity. To construct the hypothesis space in the
three domains tested by Xu and Tenenbaum (2007), where
there are 15 images per concept, each participant had to pro-
vide roughly 400 similarity judgments. To test how well this
framework extends to new concepts and domains using their
method for constructing the hypothesis space, an impracti-
cally large quantity of human judgments would need to be
elicited. In the following section, we introduce an alternative
method of constructing a hypothesis space for the Bayesian
word learning model, which allows for testing the framework
without eliciting any judgments from participants.

Large-Scale Word Learning

Using an online word ontology, we can automatically con-
struct the hypothesis space of a Bayesian word learning
model. WordNet is a large lexical database of English rep-
resented as a network of words linked by directed edges de-
noting semantic relatedness (Fellbaum, 2010; Miller, 1995).
Its structure was manually designed to group lexical concepts
in an “is-a” hierarchy based on the many-to-one mapping of
synonyms. For example, a Poodle “is-a” type of dog, thus
WordNet has a directed edge from the node for dog to the
node for Poodle. As WordNet is hierarchically structured like
the hypothesis space used by Xu and Tenenbaum (2007), it is
an ideal candidate for constructing our hypothesis space.
Using a hypothesis space derived from WordNet, we can
better test the predictions of different generalization theories
for word learning by examining their predictions for a large
range of concepts. In the rest of this section, we present the
method used to construct a hypothesis space from WordNet
and outline the implementations of three generalization mod-
els using this hypothesis space for large-scale word learning.

Constructing a Hypothesis Space

In the context of the Bayesian generalization framework, the
hypotheses correspond to subsets of the universe of objects
that are psychologically plausible candidates as extensions of
concepts (Tenenbaum & Griffiths, 2001). Using WordNet as
the basis of our hypothesis space, the set of objects is the set
of leaf nodes from the noun-space of the directed graph and
the hypotheses correspond to both the inner nodes of the di-
rected graph and the leaf nodes, which distinguish between
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objects at the subordinate-level. To construct a hypothesis
space from WordNet, we first extracted a tree from the 82,115
noun nodes of WordNet.! The nodes are hypotheses, which
represent possible words, and form the hypothesis space for
the model. From this graph we create a hypothesis space that
is a binary matrix, #, whose rows are the objects (64,958
leaf nodes from the graph) and columns are the hypotheses
(82,115 nodes, 17,157 of which are inner nodes and 64,958
are leaf nodes). Each entry (i, /) of the matrix # denotes
whether or not hypothesis node j is an ancestor of leaf node
i in the WordNet graph (with a 1 indicating it is). The leaf
nodes are included as hypotheses so that the model distin-
guishes between subordinate objects.

Generalization Models

With a hypothesis space derived from WordNet, we now have
the ability to test the Bayesian model of word learning on
a much larger scale. In addition, we can use the hypothesis
matrix as a feature space for testing alternative models. We
compare the Bayesian model against two similarity models:
a prototype model and an exemplar model. Given a set
of examples x = {xi,...,x,} representing some concept
C (where the elements of x correspond to rows in the
hypothesis matrix ), we can compute a score for each row
y € H denoting the probability that y is also a member of
C. We present the different ways to compute this score below.

Bayesian model. This is the Bayesian generalization frame-
work that we discussed earlier. We used strong sampling for
the likelihood, P(x|4), which is computed via Equation 1,
where the size of / is the number of nodes that can be reached
by a directed path from /4. This simply corresponds to the sum
of the elements in the column corresponding to A.

The prior P(h) was defined to be Erlang distributed in the
size of the hypothesis (a standard prior over sizes in Bayesian
models; Shepard, 1987; Tenenbaum, 2000)

P(h) < (|h|/c®)exp{~|h| /5},

where the ¢ parameter was set to 200 by hand fitting the
model predictions to all human responses (the same value
was used in both experiments). This value favors medium
sized hypotheses, which is roughly equivalent to a basic-level
bias. The probability that word C extends to object y after
observing a set of objects called C is

&)

Bscore(y) = P(y e C|x) = Y P(y € C|h)P(h|x),  (6)

heH

where P(y € C) =1 if y € h and O otherwise, and P(h|x), is
the posterior distribution over hypotheses.

Prototype model. In this model, we define the prototype of
a set of objects, Xproto, to have those features owned by a ma-
jority of the objects in the set. The generalization measure for

I Technically WordNet is a directed acyclic graph because some
nodes have multiple parents (the method still works in these cases).



an object y is

Pscore(y) = exp{—A, dist(y,Xprot0) }, @)

where dist(-,-) is the Hamming distance between the two
vectors and A, is a free parameter (for all of the results pre-
sented here, A, = 0.15, optimized by hand using half-interval
search). Pscore was then normalized over all objects y in the
hypothesis space (all leaf nodes).

Exemplar model. We define the exemplar model using a
similar scoring metric as the prototype model, except rather
than computing the distance of object y to a single prototype
vector, we compute a distance for each item x; in the set of
observations x. The exemplar generalization measure is thus
computed as

Escore(y) = Z exp{—A. dist(y,x))},

XjEX

®)

where dist(+, -) is the Hamming distance between two vectors
and A, is a free parameter (for all of the results presented
here, A, = 0.20, optimized by hand using half-interval
search). Escore was then normalized over all objects y in the
hypothesis space (all leaf nodes).

Behavioral Experiments

To evaluate the performance of our models using the
WordNet-based hypothesis space, we conducted two experi-
ments using the paradigm of Xu and Tenenbaum (2007). The
first experiment replicates Xu and Tenenbaum (2007) on their
three object taxonomies (animals, vehicles, and vegetables),
which validates our approach for constructing a hypothesis
space from WordNet and using images from ImageNet as
stimuli. The second experiment extends the paradigm into
three previously unexplored domains (clothing, containers,
and seats), which have hierarchical structure, but it is not as
clear how well they conform to a natural basic-level taxon-
omy (Rosch et al., 1976).

Experiment 1: Validating Our Approach

Participants. Thirty four participants were recruited via
Amazon Mechanical Turk and compensated $0.05 for each
trial (training set) completed out of twelve possible. Each
participant completed as many trials as he or she wished,
and twenty unique participants completed each trial. All
participant responses were used.

Stimuli and Procedure. Within each taxonomy, the stimuli
consisted of the images of objects distributed across the su-
perordinate, basic and subordinate-levels, and subsequently
split into training and test sets. The training sets were the la-
beled objects given to participants of which there were four
conditions: a single subordinate-level example (e.g. a Dal-
matian); three examples of the same subordinate-level ob-
ject (e.g. three Dalmatians); the subordinate-level object and
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two basic-level objects (e.g. a Dalmatian, a Shih Tzu, and a
Beagle); and the subordinate object and two superordinate-
level objects (e.g. a Dalmatian, a hippopotamus, and a tou-
can). This corresponds to twelve trials total (four conditions
for each of the three object taxonomies).

The test sets were the same regardless of the training set
and consisted of eight objects matching the currently tested
taxonomy: two subordinate examples (e.g. two other Dalma-
tians); two basic-level examples (e.g. a Cocker Spaniel and a
Corgi); and four superordinate examples (e.g. a cat, a bear, a
sea lion, and a horse). There were also sixteen non-matching
objects in the test set corresponding to the objects that match
the two other taxonomies.

For each trial, participants were instructed that they needed
to help a cartoon frog who speaks a different language from
us, pick out objects that he wants. The frog shows one
or more examples of a novel word (e.g. “dak”) and the
participant is instructed to select other items that are a “dak”
from the objects comprising the test set. A unique novel
word was associated with each of the twelve trials.

Results. Figure 1 shows the results of this experiment, along
with the predictions of the different generalization models.
For each training set condition, the data for each test item has
been averaged over participants and domains. The general-
ization judgments of participants (left-most panel of Figure
1) follows the same qualitative trend as those reported in Xu
and Tenenbaum (2007). There is a sharp drop in generaliza-
tion to basic-level objects when seeing only a single subor-
dinate example compared to the condition when seeing three
subordinate examples.

The Bayesian model predictions (second panel from the
left) exhibits this same generalization pattern (> = 0.98),
while the prototype and exemplar models do not (r> = 0.66
and 7> = 0.84, respectively). This validates our method of
automatically creating hypothesis spaces with WordNet.

Experiment 2: Novel Domains

Participants. Thirty six participants were recruited via
Amazon Mechanical Turk and compensated $0.05 for each
trial completed out of twelve possible. As in Experiment
1, each participant completed as many trials as he or she
wished, and twenty unique participants completed each trial.
All participant responses were used.

Stimuli and Procedure. Table 1 contains the objects we used
for training in the three hierarchical domains (clothing, con-
tainers, and seats).> As in Experiment 1, the same test objects
were used for every training set, and the “non-match” test ob-
jects were the objects in the test set which match the two other
taxonomies that are not contained in the training set. As be-
fore, this corresponds to twelve trials total. The procedure
was identical to Experiment 1.

2The additional subordinate-level training image and the test im-
ages were omitted from Table 1 for brevity.
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Figure 1: Participant generalization judgments and predictions of the Bayesian, prototype, and exemplar models averaged
across the three domains in Experiment 1. The generalizations for non-matching items are omitted for brevity (neither the
participants chose nor the Bayesian model predicted non-matching objects, while the prototype and exemplar models predicted
non-matches less than 4% of the time for each condition).

Results. Figure 2 presents the averaged results of how partici- source as a potential solution to the methodological chal-
pants 3 and the Bayesian model generalized the learned words lenges posed by this problem. In the first behavioral ex-
to the test objects based on the observed training set across periment, we validated that the Bayesian model using this

the different domains in Experiment 2.* Across the three do- hypothesis space can capture previously found word learn-
mains, the generalization probabilities of the participants and  ing phenomena. In the second behavioral experiment, we
Bayesian model with the same parameters are extremely simi- showed that the same Bayesian model explains how partic-

lar. This is exemplified in the very good quantitative model fit ipants learned words in three novel domains. Using the auto-
on the averaged data (> = 0.95). Furthermore, the hypothesis matically constructed hypothesis space, the model predicted
space constructed automatically from WordNet explains the the subtle changes in participants’ word learning behavior
idiosyncrasies of participant generalization behavior in each across three domains, thus demonstrating the practical and
domain (r2 = 0.97,0.88, and 0.91, for clothing, containers, theoretical benefits of our approach.

and seats respectively). For example, the model accurately In the future, we hope to perform a large scale empirical
predicts that participants would generalize most broadly in  test of the Bayesian word learning model using more het-
the seats domain for the single exemplar and three basic-level erogeneous training sets (e.g. one subordinate-level and one
exemplar training sets. Additionally, the model captures that  pasjc-level object) and more domains with varied conceptual
people generalized the least in the containers domain for the  structure. The larger set of empirical results would enable us
three subordinate-level exemplar training sets. This would  to perform a more detailed investigation of the prior knowl-
not have been possible if the hypothesis space for each do-  edge over the types of conceptual structures that people use
main had the same structure. when they learn words (e.g. do people prefer shallow or deep

Note that there is a larger amount of variance between  taxonomies?). Additionally, we hope to incorporate how par-
model predictions and human performance in Experiment 2 ticipant behavior is affected by the visual similarity of the
than Experiment 1. We believe that this is due to the domains  jmages in the training and tests sets (and its interaction with
not conforming to a natural taxonomy. For example, itis un-  conceptual structure), which at the moment would not be pos-

clear if box should be the basic-level category for a mail box sible to explore with the Bayesian word learning model.
and a cigar box; however, this is the basic level of these ob-

jects provided by WordNet. Regardless, the good quantitative
fit of the Bayesian model’s predictions provides evidence that
using WordNet as a hypothesis space for word learning can
capture people’s generalizations even for hierarchies without
clearly defined basic-level concepts.

As word learning is a special case of the more general prob-
lem of generalization, our approach potentially could be ap-
plied to automatically construct hypothesis spaces for gener-
alization problems in other domains. For example, a Bayesian
model of commonsense reasoning could be formulated by au-
tomatically deriving hypothesis spaces from ConceptNet (Liu
& Singh, 2004) or OpenCyc (Matuszek, Cabral, Witbrock, &
DeOliveira, 2006). This follows a development in modern
Although the Bayesian generalization framework has been  15chine learning, which has leveraged online resources to

Discussion

extremely successful in explaining human generalization be- make more successful learning algorithms (Medelyan, Legg,
havior, the hypothesis spaces are typically hand-constructed, Milne, & Witten, 2009; Ponzetto & Strube, 2006). We hope
which is unsatisfying. In this paper, we explored automat-  ha¢ this draws a closer connection between computer science
ically constructing the hypothesis space using an online re- and cognitive science, which can lead to more psychologi-

3Non-matching objects were only chosen twice (both in the con- cally valid, yet still scalable, artificial intelligence systems.

tainers domain) and so, they were omitted from Figure 2. .
4The prototype and exemplar models were omitted from Figure Acknowledgments. This work was supported by the DARPA BOLT

2 for brevity (2 = 0.80 and 2 = 0.90 averaged over domains, re- contract HR0011-11-2-0009 and grant number 1IS-0845410 from
spectively). the National Science Foundation.
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Table 1: Training images for Experiment 2.
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Figure 2: Participant generalization judgments and the predictions of the Bayesian model for Experiment 2. From left to right,
the columns present the results for the three taxonomies (clothing, containers, and seats) and average results.
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Abstract

Best examples of categories lie at the heart of two major de-
bates in cognitive science, one concerning universal focal col-
ors across languages, and the other concerning the role of rep-
resentativeness in inference. Here we link these two debates.
We show that best examples of named color categories across
110 languages are well-predicted by a rational model of repre-
sentativeness, and that this model outperforms several natural
competitors. We conclude that categorization in the contested
semantic domain of color may be governed by general princi-
ples that apply more broadly in cognition, and that these prin-
ciples clarify the interplay of universal and language-specific
forces in color naming.

Keywords: Language and perception; semantic universals;
color naming; representativeness; Bayesian inference.

Introduction

Do the world’s languages reflect a universal repertoire of cog-
nitive and perceptual categories? Or do different languages
partition the experienced world in fundamentally different
ways? These questions have been pursued in depth in the do-
main of color naming and cognition (e.g. Berlin & Kay, 1969;
Kay & McDaniel, 1978; Lindsey & Brown, 2006; Rober-
son, Davidoff, Davies, & Shapiro, 2005; Roberson, Davies,
& Davidoff, 2000), and current findings suggest an inter-
estingly mixed picture. There are clear universal tendencies
of color naming across languages, but there is also substan-
tial cross-language variation (e.g. Regier, Kay, & Khetarpal,
2007), more than is suggested by traditional universalist ac-
counts. At the center of this debate is the disputed role of
focal colors, or the best examples of named color categories.
It has long been claimed that color naming across lan-
guages is constrained by six universal privileged points, or
foci, in color space, corresponding to the best examples of
what would be described in English as white, black, red, yel-
low, green, and blue. This view has received empirical sup-
port: the best examples of color terms across languages tend
to cluster near these six points (Berlin & Kay, 1969; Regier,
Kay, & Cook, 2005), and these colors have also been found
to be cognitively privileged (Heider, 1972; but see Roberson
et al., 2000). A natural and influential proposal (Kay & Mc-
Daniel, 1978) is that these privileged colors constitute a uni-
versal foundation for color naming, such that languages dif-
fer in their color naming systems primarily by grouping these
universal foci together into categories in different ways.
Roberson et al. (2000) advanced a diametrically opposed
view of color naming, and of the role of best examples in it.
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They argued that color categories are not defined around uni-
versal foci, but are instead defined at their boundaries by local
linguistic convention, which varies across languages. They
proposed: “Once a category has been delineated at the bound-
aries, exposure to exemplars may lead to the abstraction of a
central tendency so that observers behave as if their categories
have prototypes” (p. 395). On this view, best examples do not
reflect a universal cognitive or perceptual substrate, but are
merely an after-effect of category construction by language:
best examples are derived from language-specific boundaries,
rather than boundaries from universal best examples.

A proposal by Jameson and D’ Andrade (1997) has the po-
tential to reconcile these two opposed stances. This proposal
holds that there are genuine universals of color naming, but
they do not stem from a small set of focal colors. Instead,
universals of color naming may stem from irregularities in the
overall shape of perceptual color space, which is partitioned
into categories by language in a near-optimally informative
way. This proposal has been shown to explain universal ten-
dencies in the boundaries of color categories (Regier et al.,
2007). However it has not yet provided an account of best
examples of these categories, which lie at the heart of the de-
bate.

Here, we address this open issue, completing the reconcil-
iation of the two standardly opposed views. We suggest that
best examples are largely universal (in line with the universal-
foci view), but nonetheless derived from category boundaries
(in line with the relativist view). Specifically, given the in-
dependent explanation of category boundaries in terms of the
shape of color space, we propose that universal tendencies of
best examples are derived from those of boundaries, rather
than the other way around as has been traditionally assumed.
Moreover, we propose that best examples are derived from
category boundaries in an optimal manner, echoing the opti-
mal or near-optimal partition of color space into categories.
To pursue this idea, we draw on previous work on a rational
model of representativeness, and ask whether the best exam-
ples of color categories can be well-predicted as those colors
that are most representative of a given category.

The remainder of the paper proceeds as follows. In the
next section, we discuss the previous work on representative-
ness on which we draw, and contrast it with other approaches
to that problem. We then describe the color naming data we
consider, and a set of competing models that predict the foci



of color categories from the extensions of those categories.
We first test these models broadly against data from 110 lan-
guages, and then test them in a targeted fashion against the
data of a language with an unusual color naming system. In
both cases, we find that the rational model of representative-
ness provides a good fit to the empirical data, and outperforms
competing models. We close by discussing the implications
of our findings.

Representativeness

Why do people believe that the sequence of coin flips
HHTHT (where H=heads, T=tails) is more likely than the se-
quence HHHHH to be produced by a fair coin? Using simple
probability theory, it is easy to show that the two sequences
are in fact equally likely. Cognitive psychologists have pro-
posed that people use a heuristic of “representativeness” in-
stead of performing probabilistic computations in such sce-
narios (Kahneman & Tversky, 1972). We might then ex-
plain why people believe HHTHT is more likely than HH-
HHH to be produced by a fair coin by arguing that the former
is more representative of the output produced by a fair coin
than the latter. If this heuristic is a correct account of such
inferences, how do we define it? Numerous proposals have
been made, connecting representativeness to existing quanti-
ties such as similarity (Kahneman & Tversky, 1972), and like-
lihood (Gigerenzer, 1996). Tenenbaum and Griffiths (2001)
took a different approach to this question, providing a ratio-
nal analysis (Anderson, 1990) of representativeness by try-
ing to identify the problem that such a quantity solves. They
noted that one sense of representativeness is being a good ex-
ample of a concept, and showed how this could be quantified
in the context of Bayesian inference.

Formally, given some observed data d and a set of of hypo-
thetical sources, #, we assume that a learner uses Bayesian
inference to infer which h € # generated d. Tenenbaum and
Griffiths (2001) defined the representativeness of d for hy-
pothesis & to be the evidence that d provides in favor of a
specific & relative to its alternatives:

p(d|h)

Rid.h) =log & Gl p(i)

ey

where p(h') in the denominator is the prior distribution on hy-
potheses, re-normalized over &’ # h. This measure was shown
to outperform similarity and likelihood in predicting human
representativeness judgments for a number of simple stimuli.
We propose this measure can also be used to determine focal
colors from the set of colors named with a particular color
term - that is, the extension of that named color category.

Representativeness and color foci

Evaluating formal models of representativeness as an ac-
count of color foci requires a good source of color naming
data. The data we considered were those of the World Color
Survey (WCS), which collected color naming data from na-
tive speakers of 110 unwritten languages worldwide (Cook,
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Figure 1: The WCS stimulus array. The rows correspond
to 10 levels of Munsell value (lightness), and the columns
correspond to 40 equally spaced Munsell hues. The color in
each cell corresponds approximately to the maximum avail-
able Munsell chroma for that hue-value combination.

Kay, & Regier, 2005). Participants in the WCS were shown
each of the 330 color chips from the stimulus array in Fig-
ure 1, and were asked to name each chip with a color term
from their native language; we refer to the resulting data
as “naming data”. Afterwards, participants were asked to
pick out those cells in the stimulus array that were the best
examples (foci) of each color term they used; we refer to
these as “focus data”. The WCS dataset is available at
http://www.icsi.berkeley.edu/wcs/data.html.

We applied Tenenbaum and Griffiths’ (2001) representa-
tiveness model, and a set of natural competitor models, to
the problem of predicting best examples of color categories
from the extension of those categories. Thus, the models we
consider are different formalizations of our central proposal
that best examples may be derived from category boundaries.
Following Kay and Regier (2003), we represented each color
in the stimulus array as a point in 3-dimensional CIELAB
color space. For short distances at least, Euclidean distance
between two colors in CIELAB is roughly proportional to
the perceptual dissimilarity of those colors. For each named
color category used by each speaker in each language of the
WCS, we modeled that category as a 3-dimensional Gaussian
distribution in CIELAB space, and estimated the parameters
of that distribution using a normal-inverse-Wishart prior, a
standard estimation method for multivariate Gaussian distri-
butions of unknown mean and unknown variance (Gelman,
Carlin, Stern, & Rubin, 2004). Specifically, given a set of M
chips x; in color category ¢ we obtain the estimates:

1 M
My = M;Xz‘
SS,
Y, = r+7¥0
n,—l—\/o

where SS; is the sum of squares for category ¢: Zﬁ” (x; —
u)(X; — )T, ny is the number of chips in category ¢ for the
current speaker, and Ag and vy are the parameters of the prior.
Ao was set by taking an empirical estimate of the variance
in CIELAB coordinates over all chips in the stimulus array,
and v was set to 1. We chose this Bayesian formulation of
parameter estimation over standard Maximum Likelihood Es-



timation (MLE) since MLE will result in singular covariance
matrices for color categories containing few color chips.

With an estimate of the distribution characterizing the cate-
gory named by color term ¢, we can now adopt the representa-
tiveness measure given in Equation 1 to determine how good
an example each color chip x is of a color term ¢. Substituting
x in for the observed data d and ¢ for hypothesis # we obtain
the expression:

p(1)

_— 2
Ty PP @

R(x,t) =
where p(x|t) is computed from the density function of
the estimated Gaussian described above and the priors
p(t') are proportional to n,, the number of chips in named
color category t’. We test this Bayesian measure against
the alternative proposals of representativeness mentioned
above (Gigerenzer, 1996; Kahneman & Tversky, 1972): a
likelihood model and two similarity models (a prototype
model and an exemplar model). In addition, we explore a
model that selects as the focus for category ¢ that chip in
the extension of ¢ that has the highest chroma. Chroma, or
saturation, corresponds loosely to how colorful or “un-gray”
a given color is, and in exploring this model we follow the
suggestion (Jameson & D’Andrade, 1997; Regier et al.,
2007) that focal colors tend to be those with high chroma.
We note that each of these models captures some variant of
the category central tendency idea promoted by Roberson
et al. (2000), as described above. We present the details of
the competing models below. As with the representativeness
model, for a given color x and color term #, each model
assigns a score indicating how good x is as an example of .

Likelihood model. In this model, the goodness score of color
x as an example of color category t is given by the density
function of the Gaussian distribution that was fit to the nam-
ing data for 7. Thus,

L(x,1) = p(xt) ©)

Note that this model is similar to the representativeness
model, but without the denominator which captures competi-
tion among categories in that model.

Prototype model. In this model we define the focus, or pro-
totype, of color category 7 to be the mean g of the distribution
characterizing ¢. The score for this measure then becomes the
similarity of x to that prototype:

P(x, 1) = exp{—dist(x, 1) } @

where dist(-,-) is the Euclidean distance between two colors
in CIELAB color space.

Exemplar model. We define the exemplar model using a
scoring metric similar to that in the prototype model, except
rather than computing the similarity of color x to a single pro-
totype, we compute its similarity to each color chip that falls
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in the extension of category ¢, and sum the results. This simi-
larity measure is thus computed as

E(x,7) = Z exp{—Adist(x,x;)}

XjEX[

(&)

where X; is the set of color chips that fall in the extension of
category ¢, dist(-,-) is is the Euclidean distance between two
colors in CIELAB space, and A is a free parameter. For the
results presented below, A was set to the value that yielded
the best performance overall, which was 0.25.

Chroma model. The score for this model is computed sim-
ilarly to that for the prototype model, but rather than com-
puting the similarity of color x to the mean of a distribution
characterizing category ¢, we compute its similarity to that
color chip ¢, which has the highest chroma (saturation) value
within the extension of category . The chroma values for
each chip in the stimulus array are provided with the WCS
data. Thus we compute

C(x,7) = exp{—dist(x,c)} (6)
where dist(+,-) is the Euclidean distance between two colors
in CIELAB space, and ¢; is the chip within the extension of
t that has the highest chroma value. In the case of ties for
¢; - that is, several chips with the same maximum value for
chroma - we randomly select a chip from the set of ties.

Predicting foci from category extensions

We assessed these models as follows. For each speaker of
each language in the WCS, we first considered that speaker’s
naming data, and modeled the categories in those data as a
set of Gaussians in the manner described above. Then, for
each such category, we determined how representative of that
category each of the 330 chips in the stimulus array is, ac-
cording to each model. This yielded, for each model, a rank-
ing of chips in the array by predicted representativeness, and
we then compared this model prediction with empirical focus
data from the WCS. In the following sections we present both
qualitative and quantitative evaluations of the models.

Distribution of foci

A simple means of assessing the models is to generate pre-
dicted focal choices from each model’s ranking of chips, and
to then compare those predicted focal choices with the actual
focus data of the WCS. Some speakers in the WCS provided
more than one focus (best example) for some categories; if a
speaker provided n foci for a given category, we selected the
n top-ranked chips as a given model’s predicted focal choices
for that category and speaker. In this manner we obtained,
for each model, one predicted focal choice for each empir-
ical focal choice in the data. We then counted the number
of times each of the 330 color chips in the stimulus array
was selected as a focal choice, yielding a distribution of fo-
cal choices over the stimulus array. We then compared the



empirical distribution of foci across the array with the distri-
bution predicted by each of the models. Following Regier et
al.’s (2005) empirical analysis of WCS focus data, we plot-
ted these distributions over the chromatic portion of the array,
where the 2-dimensional layout makes contours easily inter-
pretable. Accordingly, we did not plot the focal choices for
the terms a speaker used to name AO and JO, corresponding
to English focal white and black. The resulting contour plots,
of the empirical WCS focus distribution and the five models’
predicted focus distributions, are shown in Figure 2.

The empirical distribution is shown in panel (a), and repli-
cates the findings of Regier et al. (2005). The distribution
predicted by the Bayesian representativeness model (panel b)
matches this empirical distribution qualitatively fairly well.
Moreover, at least on informal inspection, the Bayesian
model appears to approximate the empirical distribution more
closely than do the competing models. The chroma model
(panel f) at first appears to also approximate the empirical dis-
tribution fairly well, but closer inspection reveals that several
of the peaks of the model distribution do not align correctly
with those of the empirical distribution.

This qualitative assessment is reinforced by a quantitative
one. The Jensen-Shannon divergence (JSD) is a measure of
the dissimilarity between two probability distributions, P and
0, defined as

ISD(PI|) = SKL(PIM) + SKLQIM) ()
where M = 1(P+ @), and KL(-) is the more commonly-
known Kullback-Leibler divergence. JSD is closely related
to Kullback-Leibler divergence, with the important difference
that JSD is always a finite value, ranging from a value of 0
when the two distributions are identical, to a value of 1 when
they are maximally different.

We computed the JSD between the WCS empirical focus
distribution (normalized so that it may be considered a prob-
ability distribution, taken to be P in Equation 7), and each of
the model distributions (similarly normalized, taken to be Q
in Equation 7). The results are shown below in Table 1. The
Bayesian model outperforms the other models, diverging less
from the empirical distribution than its competitors.

Rank position of foci

Each model produces as output a ranking of the stimulus
chips, where rank is assigned in descending order. Thus, an-
other natural way to assess the models is to note the position
of the true empirical focal choice in this ranked list. For ex-
ample, if a model correctly ranked the true focal chip as the
single most representative example of a given color category,
it would receive a score of 1/330. As noted previously, some-
times a speaker provided multiple foci for a given color term.
To accommodate this we averaged the positional ranking of
each focus empirically provided and took the resulting quan-
tity as the model performance for a given color term. In turn,
we averaged this performance over the number of color terms
a speaker used, then averaged over the number of speakers in
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Figure 2: Contour plots of the focus distributions in (a) the
WCS, and as predicted by (b) the representativeness model,
(c) the likelihood model, (d) the prototype model, (e) the ex-

emplar model, and (f) the chroma model. Each contour line
corresponds to 100 focal choices.

a language, and finally computed an average overall model
performance for all 110 WCS languages. The average rank
position of empirical WCS foci for each model is presented
in Table 2.

As before, we find that the Bayesian measure of repre-
sentativeness outperforms the other models, ranking the true



Table 1: Divergence between empirical WCS focus distribu-
tion and model prediction

Model Jensen-Shannon Divergence
Bayesian 0.0368
Likelihood 0.1977
Prototype 0.1750
Exemplar 0.1760
Chroma 0.1698

Table 2: Average rank position of empirical WCS foci for
each model

Model Average Rank Position
Bayesian 0.1026
Likelihood 0.1381
Prototype 0.1559
Exemplar 0.1457
Chroma 0.2306

foci within the top 11% of chips on average. In comparison,
the likelihood model, which has the second highest average,
ranks the true foci in the top 14% of chips on average. It is
noteworthy that the chroma model, which captures the nat-
ural idea that best examples correspond to chroma maxima,
performs most poorly, ranking the true foci only within the
top 24% of chips.

A final test: Karaja

So far, we have suggested that color foci may be derived from
category boundaries as representative members of a category
- and we have shown that this idea accounts well for universal
tendencies in focal colors. Thus, foci may inherit their univer-
sal tendencies from category boundaries, rather than project-
ing their universal tendencies to those boundaries. Note, how-
ever, that the demonstrations we have seen so far do not dis-
criminate between these two hypotheses. For languages with
common color-naming systems, the two hypotheses make the
same prediction: foci should tend to fall in the canonical po-
sitions shown in Figure 2(a). This is predicted on the tradi-
tional universal-foci account, because these are the proposed
locations of the universal foci. Roughly the same outcome is
predicted by our account, as seen in Figure 2(b).

In a final investigation, then, we attempt to discriminate be-
tween these two hypotheses. The hypotheses diverge in their
predictions for languages with color categories that have un-
usual extensions. If foci are a universal groundwork for color
naming, then in such unusual cases, foci will fall in the uni-
versal (canonical) positions, despite the non-canonicality of
the category boundaries. In contrast, our account predicts
that in such cases, foci should follow the category bound-
aries, and fall in non-canonical positions. We test these pre-
dictions against a language that is known (Regier, Kay, &
Khetarpal, 2009) to have color categories with unusual ex-
tensions: Karajé, a language of Brazil.
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Figure 3: Naming data for the Karaji language, overlaid with
contour plots of three different focus distributions: the em-
pirical focus distribution for all languages in the WCS (up-
per panel), the empirical focus distribution for Karaja itself
(middle panel), and the focus distribution predicted by the
Bayesian model of representativeness (lower panel).

Figure 3 presents WCS color naming data for Karaja. Here,
chips displayed in the same color were named with the same
color term by a plurality of participants. These modal naming
maps are overlaid with three different focus distributions: the
full empirical focus distribution of the WCS (upper panel),
the empirical focus distribution from Karaja only (middle
panel), and the focus distribution for Karaja predicted by the
Bayesian representativeness model (lower panel). The dif-
ference between the focus distributions in the top two panels
is clearly seen, demonstrating that the foci of Karaja follow
the language’s color boundaries and are not in line with the
universal foci found across the WCS. Additionally, the fo-
cus predictions from the Bayesian model of representative-
ness follow the empirical Karaja focus distribution relatively
closely. As before, these qualitative results are confirmed by
a quantitative analysis that measures the Jensen-Shannon di-
vergence between the empirical Karaja focus distribution and
the distribution predicted by each of the models. As can be
seen in Table 3 below, the Bayesian model outperforms the
other models on Karaja considered by itself, not just on the
entire WCS dataset. We also examined the rank position of
the empirical Karaja foci in the ranking produced by each
model, and by this measure as well, the Bayesian model fits
the data more closely than the competitors, as shown in Table
4 below.

In sum, when boundaries fall in non-canonical positions,



Table 3: Divergence between empirical Karaja focus distri-
bution and model prediction

Model Jensen-Shannon Divergence
Bayesian 0.3272
Likelihood 0.4430
Prototype 0.5524
Exemplar 0.5137
Chroma 0.5848

Table 4: Average rank position of empirical Karaja foci for
each model

Model Average Rank Position
Bayesian 0.2064
Likelihood 0.2298
Prototype 0.2877
Exemplar 0.3023
Chroma 0.3199

foci do as well - suggesting that foci may in fact be derived
from boundaries. This conclusion is reinforced by the ob-
servation that the Bayesian representativeness model predicts
foci from boundaries fairly well in this non-canonical case, as
well as more generally across the WCS.

Conclusion

Focal colors, or best examples of color terms, lie at the center
of the debate over color naming. These foci have traditionally
been viewed either as the underlying source of color naming
universals, or as derived from category boundaries that vary
with local linguistic convention. In contrast, we have argued
for a novel account of this disputed construct, in which focal
colors show strong universal tendencies, but are nonetheless
derived from category boundaries, as the most representative
members of categories. In support of this proposal, we have
shown that an existing Bayesian model of representativeness
can predict the distribution of focal colors in the world’s lan-
guages, from category extensions. This account synthesizes
traditionally opposed views of color naming (Kay & Mc-
Daniel, 1978; Roberson et al., 2000), and accounts for data
that challenge the traditional views.

Our proposal also coheres naturally with a recent theoreti-
cal account that explains universal tendencies in color naming
in terms of optimally informative partitions of an irregularly
shaped perceptual color space (Jameson & D’ Andrade, 1997;
Regier et al., 2007). Significantly, that view explains univer-
sal tendencies in color category boundaries without reference
to a small set of focal colors, and it leaves the nature of focal
colors unexplained. Our proposal fills that gap. Taken to-
gether, the two proposals suggest a single overall account of
color naming: foci are optimally representative members of
categories that are defined at their boundaries - and the bound-
aries themselves result from near-optimally informative par-
titions of color space.
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Abstract

Line graphs are widely used in communication settings, for
conveying information about states and processes that unfold
in time. The communication is achieved by the contribution
of other modalities than graphs, such as language and
gestures. In a set of experimental investigations, we analyzed
the production and comprehension of gestures during
communication through line graphs. The findings reveal a
systematic use of gestures as well as the limitations of
cognitive resources due to the split of attention between the
modalities.

Keywords: Gesture production; gesture comprehension;
graph comprehension; line graphs.

Line Graphs in Time Domain

Line graphs represent statistical data, most often the
relationship between two domain variables. In line graphs,
line segments are used for representing the mapping
between the values. When used in time domain, line graphs
represent the mapping between the values of the domain
variable and time. From the perspective of human
comprehension, line graphs in time domain have a peculiar
characteristic: they represent not only statistical data but
also states and processes that unfold in time, by providing
perceptual cues for continuation (Figure 1).

Horned Grebe on Bolinas Lagoon 1972-2004
80
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Figure 1: Sample population graph from PRBO (2012);
redrawn based on the original.

Accordingly, the population graph in Figure 1 does not only
represent the mapping between years and the population of
the bird species but also leads to a conceptualization of how
population increases, decreases or remains stable in certain
periods of time.'

! Line graphs are generated based on a set of assumptions that
specify the way the data points are represented by lines. For
instance, according to the original source (PRBO, 2012), the line
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Human conceptualization through statistical graphs has
been a topic of interdisciplinary research since the past 30
years. The research on graph comprehension has covered a
broad range of analyses including the investigations on
perceptual processes of graph comprehension (e.g.,
Cleveland & McGill, 1985), analysis from the perspective
of psychology and usability (e.g., Kosslyn, 1989), cognitive
models (Lohse, 1993; Peebles & Cheng, 2002), educational
psychology and instructional design (Winn, 1987; Mautone
& Mayer, 2007). On the other hand, the research on
modalities that accompany graphs, such as language and
gesture in communication through graphs, has been scarce
except for a few studies (e.g., Gerofsky, 2011, on gestures
in graphs of polynomial functions). Concerning the
relationship between language and gestures, gestures have
been considered as having a key role in organizing,
conveying spatial information, and preventing decay in
visuospatial working memory (Hostetter & Alibali, 2010),
thus having the potential to promote learning in educational
contexts  (Goldin-Meadow, 2010). Analyzing the
relationship between graphical cues, language and gestures,
the present study investigates communication through line
graphs from the perspective of multimodal interaction.

Communication through Line Graphs

Graphs are abundant both in spoken communication settings
(e.g., classroom settings) and in written communication
settings (e.g., newspaper articles). Communication through
graphs is achieved by means of the contribution of several
modalities: language (both in written form and in spoken
form), graphical cues in written communication settings,
and gestures in spoken communication settings. The
previous research on multimodal comprehension reveals a
frequent use of spatial terms that convey spatial information
in communication through line graphs (Habel & Acartiirk,
2007). Moreover, in spoken communication, people tend to
produce more gestures when they perform tasks that involve
spatial information, compared to tasks with no spatial
information (Alibali et al., 2001; Trafton et al., 2006;
Hostetter &  Sullivan, 2011). Consequently, in
communication through line graphs, humans frequently
produce gestures that accompany spoken language.

graph in Figure 1 was generated by applying a local regression
method called Loess smoothing on data points. The resulting
spatial aspects of line graphs, such as smoothness, influence
humans’ interpretation of the states and processes (Acartiirk et al.,
2008), a topic beyond the scope of the present study.



Gestures in communication are of different types: the
most commonly used ones are deictic (or pointing) gestures
and iconic (or representational) gestures. Deictic gestures
show objects, people and places, whereas iconic gestures are
representations of shape of an object or an action
(Ozgaliskan & Goldin-Meadow, 2005). In communication
settings, deictic gestures facilitate achieving joint attention
on objects, whereas iconic gestures overlap with spatial
tasks (Alibali et al., 2001; Trafton, et al., 2006). In
communication through line graphs, humans may produce
both deictic gestures and iconic gestures. It is also not
unusual that humans emphasize certain aspects of processes
and states represented by line graphs, such as a specific
increase, a peak or a stable period of the domain value, in
addition to emphasizing an overall pattern. Graphical
annotations (also called graphical cues) on graph lines are
generally used for this purpose.

The major focus of the present study is to investigate
gestures in communication through line graphs, both from a
production perspective and a comprehension perspective.
For a systematic analysis, we limited the domain of
investigation to the relationship between gestures and
graphical cues in line graphs (rather than the overall pattern
of the graph line). In the first step of the analysis, one group
of participants produced gestures during a verbal description
task (Experiment 1). We considered the produced gestures
as human interpretations of the structural aspects of the
states and processes represented by the graphs. The gestures
produced by the participants of Experiment 1 were used for
designing the stimuli for a comprehension experiment
(Experiment 2). This approach resembles what has been
termed the “3Ps (Preference-Production-Performance)
program” as an empirical method for selecting appropriate
representations for abstractions (Kessell & Tversky, 2011).
The two approaches are similar; in that, both aim to perform
an empirical investigation of the representations rather than
leaving the decision for selecting the appropriate
representation to intuitions of the graphic designer. Instead
of graphic representations, however, we investigated
gestures in communication through graphs in a set of
consecutive analyses (i.e., the outcome of Experiment 1 was
used for preparing the stimuli set in Experiment 2).

Experiment 1

In Experiment 1, the participants presented verbal
descriptions of annotated graphs. Spontaneous gestures of
the participants were analyzed in terms of the relationship
between the type of the graphical cue and the gesture type.

Participants, Materials and Design

A total of seven participants (Mean age = 25.4, SD = 3.78)
who were graduate students or teaching assistants from the
Faculty of Education, Middle East Technical University
(METU) participated in the experiment, five of which
reported having teaching experience. The experiment
language was Turkish, which was the native language of the
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participants. The participants were asked to imagine
themselves in an online meeting, in which their task was to
present single-sentence summaries of annotated graphs to
the audience. According to the scenario, the audience was
able to see the participant (i.e., the presenter) but not the
graphs. Therefore, the presenter first investigated the graph
displayed on a computer screen, then s/he turned towards
the audience (an audience picture displayed on another
computer screen), and then presented a single-sentence
summary of the graph. The participants were not informed
that their gestures were in the focus of the experiment. Each
participant presented the single-sentence summaries for 14
annotated graphs, thus generating 14 video recordings per
participant. The graphs represented populations of bird
species in a lagoon. Each graph involved a graphical
annotation that emphasized a certain aspect of the
information represented, such as a specific increase or a
peak. In particular, three types of annotations were used.
* Process annotation: A diagonal arrow
emphasized a specific increase or a decrease.
* Durative state annotation: A horizontal arrow that
emphasized a specific period of constant value.
* Punctual state annotation: A point-like circle that
emphasized a specific value such as a peak value.
The 14 stimuli involved 2 graphs for familiarization of the
participant to the task. The remaining 12 stimuli involved 6
punctual state annotations (2 for the start point of the lines,
2 for middle and 2 for the endpoint of the lines), 4
(diagonal) process annotations and 2 (horizontal) durative
state annotations (Figure 2).

that

1975 1980 1985 1990 2005 2010

Figure 2: Sample annotated graphs with a process
annotation (upper left), a durative state annotation (upper
right), and a punctual state annotation (bottom).

1995 2000

Following Gerofsky (2011), we employed the coding
scheme proposed by Creswell (2007) for the analysis of (14
graphs x 7 participants) 98 experiment protocols. The
Noldus Observer XT event logging software was used for
coding. Two coders analyzed the protocols according to the
following criteria: For each gesture in the video recording,
the coder first classified the gesture in terms of its
directionality: having no gesture, no direction, being



vertical, horizontal, diagonal or other.” Then the coder
identified the following features of each gesture: size (small
or big), palm direction (up, down or front), speed (slow or
fast) and start position (low, middle or high). In the present
study, we focus on the directionality of gestures by leaving
the analysis of other features to an extended study. One
coder initially coded the entire data, and a second coder,
who was blind to the hypothesis, carried out 57% of the
dataset. Interrater reliability between coders was calculated
by Cohen’s kappa. The results revealed an agreement value
of .78. According to Landis and Koch (1977), a value above
.61 indicates substantial interrater agreement.

Results

The participants gestured in 86% of the protocols. This
number is close to what Hegarty et al. (2005) reported: the
participants gestured when they described solutions to
mental animation problems in 90% of the cases.’ Pearson's
chi square test and follow-up McNemar tests were
conducted to investigate the relationship between the
annotation type and the gestures produced by the
participants. The test showed a significant effect of
annotation type on gesture, x° = 48.1, p < .05. In particular,
for the graphs with process annotations, the participants
produced more vertical and diagonal gestures compared to
both horizontal gestures, x* = 15.7, p < .05, and gestures
with no direction, x* = 5.88, p < .05. On the other hand, they
produced more horizontal gestures compared to other types
of gestures for durative states, x> = 4.08, p < .05. Finally, for
punctual annotations, more non-directed pointing gestures
were produced compared to vertical gestures, x> = 16.5, p <
.05, to horizontal gestures, x2 = 26.0, p < .05, and to
diagonal gestures, x> = 20.8, p < .05.

These findings show that, in terms of the categorization of
the gestures (cf. McNeill, 2005; Ozcaliskan & Goldin-
Meadow, 2005) the participants produced iconic gestures
for process annotations and durative state annotations. On
the other hand, for punctual state annotations, they produced
pointing gestures that were ambiguous between iconic
(because the pointing gesture was representational) and
deictic (by definition).

Experiment 2

The findings obtained in Experiment 1 suggest that humans
produce a specific type of gesture depending on the
emphasized aspect of the information represented in the
graph. Based on the results obtained in Experiment 1, we
investigated comprehension of gestures by humans in

% The ‘other’ category involved beat gestures (simple up-and-
down movements without semantic information) or more complex
gestures like the combination of vertical, horizontal or diagonal
movements.

? A further investigation revealed that the five participants who
reported teaching experience gestured in 93% of the protocols
whereas the two participants who reported no experience in
teaching gestured in 68% of the protocols. The finding suggests a
potential correlation between teaching experience and gesturing.
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Experiment 2. For this, we prepared 14 video recordings in
which a narrator presented a single-sentence summary of
annotated graphs by producing a relevant gesture
concurrently with the spoken description. The verbal
description was a single-sentence summary for a graph with
process annotation, a graph with durative state annotation or
a graph with punctual state annotation. For example, for a
graph with a process annotation, the narrator uttered the
sentence “[t]he population of coot in the lagoon increased
between 1980 and 1985” while producing an upward
diagonal gesture that showed an increase. She uttered the
sentence “[tlhe sanderling population in the lagoon
remained stable between 1975 and 1985” accompanied by a
horizontal gesture for a graph with a durative state
annotation. Finally, for a graph with a punctual state
annotation, the narrator uttered the sentence “[t]here exists
about 120 terns in the lagoon in the year 20107

accompanied by a pointing gesture (Figure 3). The duration
of the video recordings was between 5.3 seconds and 8.6
seconds (M = 6.24, SD = 0.95).

Figure 3: Snapshots from the video recordings with a
diagonal gesture for a process annotation (left), a horizontal
gesture for a durative state annotation (middle), a pointing
gesture for a punctual state annotation (right).

Experiment 2 was conducted in three different conditions.
In the first condition, the participants played the videos on
the screen one by one and they listened to a single-sentence
summary for each graph concurrently. In the second
condition, the participants played the same video recordings
but the sound was muted, therefore they interpreted what
was presented on the screen only. In both the first condition
and the second condition, we noted that participants’ gaze
shifted between the gesture and the face of the narrator. We
interpreted this finding as a potential source of attention
split. Therefore, in the third condition, we provided the
participants with only gestures not the face of the narrator.
In all conditions, the participants were asked to predict the
described graph among a set of three alternative graphs.

Condition 1: Concurrent Interpretation of Gestures
and Language

Participants, Material and Design. Eleven participants
(Mean age = 31.8, SD =5.1), who were either graduate or
undergraduate students of METU, participated in the
experiment. Each participant was presented 14 video
recordings (2 trials and 12 tests). After playing each
recording, the participant was asked to choose the described



graph among three alternatives (the alternate graphs were
the same except for the graphical annotation). After
submitting each choice, the participant reported a subjective
evaluation for confidence (“How confident are you about
your judgment?”) by using a [ to 3 scale (/ showing a low
confidence, 3 showing a high confidence; Beattie and
Shovelton, 1999). The stimuli were displayed on a Tobii
non-intrusive 120 Hz eye tracker, integrated into a 17” TFT
monitor with a resolution of 1024x768 pixels. The spatial
resolution and the accuracy of the eye tracker were 0.25°
and 0.50° respectively. No time limit was set for the
answers. The order of presentation of the stimuli was
randomized.

Results. The participants exhibited high success rates in
predicting the annotated graphs, for all three types of
gestures, i.e. the process gesture (M = 1.0, i.e. 100%), the
durative state gesture (M = 1.0) and the punctual state
gesture (M = .93, SD = 0.01). The results of an ANOVA test
revealed a significant difference between the gesture types,
F(2, 20) = 5.17, n* = 36, p < .05: the success rate in
punctual states was lower than the other two gesture types.
A comparison of the confidence scores reported by the
participants, however, revealed no significant difference
between the gesture types F(2, 20) =1.86, n*> = .16, p > .05.
Finally, the participants spent the longest time to answer
punctual state questions (M = 7.03 seconds, SD = 2.97),
which was longer than both processes (M = 5.27 seconds,
SD = 1.69) and durative states (M = 6.65 seconds, SD =
2.97), F(2, 20) = 3.61, 1 27, p < .05, without a
significant difference between the last two.

Condition 2: Interpretation of Gestures

The first condition of the experimental investigation
employed the most naturalistic setting for an online
communication environment: the participants listened to the
narrator when she produced the gestures concurrently. In
other words, both modalities (i.e., language and gesture)
were available to the participants. Therefore, it is not
possible to analyze the role of language and gestures
separately in comprehension of the presented stimuli. The
participants might have used the linguistic information to
predict the graph without taking the gestures into account.
In the second condition of the study, we asked the
participants to predict the described graphs by displaying
the video recordings with the sound muted.

Participants, Material and Design. Eighteen participants,
from METU participated in the experiment (Mean age =
21.1, SD = 1.37). They were presented the same video
recordings but they did not hear the narrator. The same
experimental procedure was applied as in the previous
condition.

Results. The participants in Condition 2 exhibited high
success rates for processes (M = .93, SD = .11) and durative
states (M = .91, SD =. 19) but a significantly lower success
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rate for punctual states (M = .55, SD = .22), F(2, 34) =254,
n® = .60, p < .05. The difference between processes and
durative states was not significant. The lack of the language
modality resulted in significant differences between the
three gesture types in confidence scores, F(2, 34) =18.1, 0’
= .51, p < .05. The participants reported lower confidence
scores for punctual states (M = 2.01, SD = 0.42) compared
to both processes (M = 2.61, SD = 0.33) and durative states
(M = 2.61, SD = 0.47). As in Condition 1, the mean
response time of the participants in punctual states (M =
4.34 seconds, SD = 1.74) was longer than both processes (M
= 2.66 seconds, SD = 0.80) and durative states (M = 2.88
seconds, SD = 1.44), F(2, 34) =10.5, n* = .38, p < .05,
without a significant difference between the last two.

Condition 3: Attention Split between Gestures and
Face

The findings obtained in Condition 1 and Condition 2 show
that the lack of linguistic information results in lower
success rates in predicting the answers; in particular, in
punctual states. The analysis of the eye movements of
participants revealed another finding about inspection
patterns on the video recordings: the participants shifted
their gaze between narrator’s gestures and face both in
Condition 1 (M = 2.55, SD = 0.28) and in Condition 2 (M =
2.68, SD = 0.35), without a significant difference between
the two groups of participants, F(1, 26) = 0.83, p > .05, thus
suggesting a potential source of attention split during
comprehension. Therefore, a third group of participants
were presented narrator’s gestures only, without face and
sound.

Participants, Material and Design. Twenty-one
participants (Mean age = 21.2, SD = 2.37) from METU
participated in the experiment. The participants were
presented the same stimuli except that the video recordings
were cut from the top, so that only the gestures (but not the
face) of the narrator were displayed. The same experimental
procedure was applied as in the previous conditions.

Results. The participants showed high success rates for
processes (M = .96, SD = .10) and durative states (M = 1.0)
but a relatively lower success rate for punctual states (M =
70, SD = .19), F(2, 40) =32.0, n* = .61, p < .05, without a
significant difference between processes and durative states.
Confidence scores for punctual states (M = 2.31, SD = 0.40)
were also significantly lower than both processes (M = 2.69,
SD = 0.30) and durative states (M = 2.76, SD = 0.37), F(2,
40) = 14.7, 0> = .42, p < .05. Finally, they spent the longest
time to answer punctual state questions (M = 3.52 seconds,
SD = 1.18), significantly different than both processes (M =
2.60 seconds, SD = 1.04) and durative states (M = 2.41
seconds, SD = 1.02), F(2, 40) = 8.84, n2 = 31, p < .05,
without a significant difference between the last two.

A comparison between the three groups of participants in
the three conditions of Experiment 2 showed that the
highest success rate (in predicting the correct annotated



graph that was described in the video recording) was
obtained when the participants listened to the single-
sentence description of the graphs while playing the video
recording. The lack of the language modality, however,
resulted in a decrease in success rates. On the other hand,
helping the participants to focus on gestures only (by
removing narrator’s face from the view) resulted in an
increase in the success rates (Figure 4).

Mean Success Rates Mean Confidence Scores
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800 -
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Figure 4: Mean success rates (left) and mean confidence
scores (right) in Experiment 2.

For the comparison of the results obtained in the three
conditions of Experiment 2, a Games-Howell test was
applied since the number of samples for the three groups
was not equal and the population variances were
significantly different. The test returned a significant
difference between the three groups of participants in their
overall success rates, F(2, 47) = 17.2, n’=42, p < .05.
Finally, a comparison of the confidence scores between the
participant groups showed that the lack of the language
modality resulted in lower self-confidence of the
participants about their predictions, F(2, 47) =10.3, n2=.30,
p <.05 (Figure 4).

Discussion

In two experiments, we investigated how humans produce
gestures (Experiment 1) and comprehend gestures
(Experiment 2) when they communicate through graphically
annotated line graphs. In Experiment 1, the participants
produced more frequent vertical and diagonal gestures to
emphasize processes (e.g., increase, decrease) whereas they
produced more horizontal gestures to emphasize durative
states (e.g., remain stable). Those two types of gesture are
known as iconic gestures and they overlap with
representation of spatial information (Alibali et al., 2001;
Trafton et al., 2006). For emphasizing punctual states (e.g.,
a peak), the participants produced pointing gestures. In
Experiment 2, three groups of participants were presented
video recordings and they were asked to predict the
described graphs: the video recordings were designed based
on the correspondence between diagonal gestures and
processes, between horizontal gestures and durative states,
and between pointing gestures and punctual states. When
gestures were displayed concurrently with linguistic
information (Condition 1), the participants showed a high
success rate in all gesture types. When language modality
was absent, however, they showed a lower success rate and
lower self-confidence, in particular in punctual states. These
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findings suggest a low efficiency of the pointing gesture (in
the form of a deictic pointing gesture) in conveying
information about punctual states. On the other hand,
vertical and diagonal gestures were efficient in conveying
information about processes. Horizontal gestures were
efficient in conveying information about durative states. An
explanation to these findings may be related to the major
roles of iconic gestures and deictic gestures in
communication. In contrast to iconic gestures that convey
spatial information, the major role of pointing gestures is to
attract the attention of the communication partner (McNeill,
2005; Ozcaliskan & Goldin-Meadow, 2005). Consequently,
further research is needed to identify more appropriate
candidates for emphasizing punctual states in graphs. For
instance, a circular movement of the index finger might be
more appropriate for representing punctual states.

Another finding obtained in Experiment 2 was that
participants’ back and forth movement of their gazes
between the gestures and the face of the narrator is a
potential source of attention split during the course of
comprehension. Although speech sound was absent
(Condition 2) and therefore no linguistically useful
information was provided by the narrator (except for the
possibility of lip reading), the participants shifted their gaze
several times between the narrator’s face and the gestures.
When the narrator’s face was removed from the video
recordings (Condition 3), an increase in success rates was
observed compared to Condition 2, though the success rates
were still lower than the ones obtained when the linguistic
information was available (Condition 1). Although this is
far from being a naturalistic setting for communication
through graphs, the analysis of such boundary cases is
necessary for understanding the contribution of separate
factors in comprehension. In fact, the findings support the
likelihood of the split of attention. A possible explanation
may be sought in the domain of the intersection between
cognitive science and instructional science, in which the
previous studies show that the split of attention between
information sources leads to degraded learning outcomes
due to limited cognitive resources that are available for
understanding the instructional material (Sweller et al.,
1998; Mayer & Moreno, 1998). Consequently, the findings
suggest that tasks demands may be high in communication
through graphs; therefore, attention split should be avoided
by, for instance, using small window sizes so that the
communication partner is able to attend to both gestures and
face in a single fixation.

Conclusion and Future Work

In communication settings, humans produce gestures when
they convey spatial information. As a consequence, in
communication through line graphs, gestures are an
indispensable part of communication. In this study we
investigated how humans produce and comprehend gestures
in communication through line graphs. We found that
vertical and diagonal gestures efficiently convey
information about processes such as increase and decrease,



and horizontal gestures efficiently convey information about
durative states. However, pointing gestures are not efficient
in conveying information about punctual states, possibly
due to their concurrent role as deictic gestures in
communication. Our future research will address finding
more appropriate gesture candidates for punctual states. The
future research will also address the investigation of the
interaction between gestures and gradable (scalar)
adjectives, gradable adverbs and spatial prepositional
phrases and adverbials, e.g. from, to, and between, which are
part of the vocabulary in communication through line
graphs, in addition to state verbs and verbs of change.
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Abstract

Infants’ acquisition of phonetic categories involves a dis-
tributional learning mechanism that operates on acoustic
dimensions of the input. However, natural infant-directed
speech shows large degrees of phonetic variability, and the
resulting overlap between categories suggests that category
learning based on distributional clustering may not be feasible
without constraints on the learning process, or exploitation
of other sources of information. The present study examines
whether mothers’ prosodic modifications within infant-
directed speech help the distributional learning of vowel
categories.  Specifically, we hypothesize that ‘motherese’
provides the infant with a subset of high-quality learning
tokens that improve category learning. In an analysis of
vowel tokens taken from natural mother-infant interactions,
we found that prosody can be used to distinguish high-quality
tokens (with expanded formant frequencies) from low-quality
tokens in the input. Moreover, in simulations of distributional
learning we found that models trained on this small set of
high-quality tokens provide better classification than models
trained on the complete set of tokens. Taken together, these
findings show that distributional learning of vowel categories
can be improved by attributing importance to tokens that are
prosodically prominent in the input. The prosodic properties
of motherese might thus be a helpful cue for infants in
supporting phonetic category learning.

Keywords:  Infant-directed speech; phonetic category
learning; prosody; computational modeling.

Introduction

Infants in the first year of life develop knowledge of the
phonetic categories that make up the consonants and vow-
els of their native language (e.g., Werker & Tees, 1984).
The early age at which this takes place rules out learning
accounts in which semantic contrast in phonologically sim-
ilar words drives most category learning. As a result, it is
assumed that infants learn phonetic categories using an im-
plicit statistical clustering process that relies on separation of
the categories in perceptual space. Indeed, 6- and 8-month-
old infants have been found to form representations of two
distinct categories (e.g., /d/ and /t/) when exposed to an
artificially generated bimodal distribution on a distinguish-
ing acoustic dimension, but not when exposed to a unimodal
distribution (Maye, Werker, & Gerken, 2002; Maye, Weiss,
& Aslin, 2008; see also Cristia, McGuire, Seidl, & Francis,
2011). Further evidence for the plausibility of distributional
learning of phonetic category structure comes from analyses
of infant-directed speech. Mothers appear to provide their in-
fants with acoustic cues that support distributional learning
of phonetic categories (Werker et al., 2007). In particular,
infant-directed speech is characterized by expansion of the
F1-F2 vowel formant space, which could enhance the separa-
bility of vowel categories (Kuhl et al., 1997). Several studies
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have used approximations of infant-directed speech tokens
as input to computational procedures (such as multivariate
Gaussian mixture models) that succeed in learning vowel cat-
egories, suggesting that distributional learning could be fea-
sible for infants (de Boer & Kuhl, 2003; McMurray, Aslin,
& Toscano, 2009; Vallabha, McClelland, Pons, Werker, &
Amano, 2007).

Some caution is appropriate in interpreting these findings.
Studies that show the usefulness of distributional cues for
category learning have, in large part, been based on analy-
ses (and simulations) of vowel tokens that were elicited in
a laboratory setting, and that occurred in a small number
of words or nonwords. It is possible that maternal speech
under these conditions is different from maternal speech in
quotidian home contexts. Analyses of natural, unscripted
infant-directed speech recordings show that vowel distribu-
tions are highly variable, and that overlap between categories
poses a substantial problem for distributional category learn-
ing (Swingley, 2009). One possibility suggested by this result
is that infants’ learning of phonetic categories is guided by ad-
ditional sources of information, such as the emerging lexicon
(Feldman, Griffiths, & Morgan, 2009; Swingley, 2009).

Another possibility, explored here, is that infants are able
to succeed in category learning because they have a bias to
attend to some tokens more than to others, and that these
salient tokens are clearer instances of their categories. If so,
the difficulty of distributional category learning is overesti-
mated by considering the whole mass of experienced speech
sounds. This notion is indirectly supported by studies show-
ing that infants prefer “motherese” speech over adult-directed
speech. Across different languages motherese is character-
ized by acoustic exaggeration, including higher overall pitch,
greater intonation contours, and longer durations (Fernald et
al., 1989; Grieser & Kuhl, 1988; Kuhl et al., 1997). These
properties have been found to modulate infants’ attention, and
possibly facilitate language learning by enhancing infants’
speech discrimination skills (Fernald & Kuhl, 1987; Karzon,
1985; Liu, Kuhl, & Tsao, 2003; Trainor & Desjardins, 2002).

It remains to be demonstrated that motherese effectively
guides the infant’s attention to those vowel tokens that are
most useful for category learning. Computational models that
aim to explain category learning are typically fit to isolated,
equally weighted vowel tokens (de Boer & Kuhl, 2003; Val-
labha et al., 2007). Such models overlook prosodic context
which might make certain vowel tokens more attractive than
others, and which thus potentially affects the learnability of
vowel categories.



The current study examines the relation between prosodic
exaggeration and vowel learning from infant-directed speech.
Specifically, we hypothesize that motherese provides the in-
fant with a subset of high-quality learning tokens that im-
proves distributional category learning. First, we analyze
prosodic determinants of vowel expansion within infant-
directed speech, thereby attempting to predict which vowel
tokens in the infant’s speech input could be particularly bene-
ficial for phonetic category learning. Second, we simulate the
distributional learning of phonetic categories in order to ex-
amine whether prosodic focus helps in discovering category
structure in cases of large overlap between categories. Im-
portantly, analyses and simulations are done on realistic data,
using vowel tokens taken from recordings of natural mother-
infant interactions. We thus provide a test of distributional
learning in a setting that acknowledges the variability and
complexities that are found in real everyday speech.

Vowel Expansion in Infant-Directed Speech

Earlier studies on vowel expansion compared speech di-
rected to adult listeners and speech directed to infant listen-
ers (Kuhl et al., 1997). While infant-directed speech is of-
ten hyperarticulated compared to adult-directed speech, the
mechanisms underlying vowel expansion in infant-directed
speech are not yet fully understood. It seems likely that
the prosodic exaggeration notable in infant-directed speech
has an effect on vowel expansion. Here we explore this
possibility by asking whether prosodically prominent vow-
els in infant-directed speech are hyperarticulated relative to
parts that are not prosodically highlighted. In analyses of
recordings of natural mother-infant interactions, we examine
whether prosodic focus predicts vowel expansion (see also
Mo, Cole, & Hasegawa-Johnson, 2009). We examine expan-
sion in tokens that were labeled to have focus by human as-
sessors (what we define as “annotated focus”), and also in
tokens that were defined as exaggerated on acoustic grounds
(higher pitch, greater pitch change, and longer duration; what
we define as “acoustic focus”), to determine whether such
vowels are more differentiable. Evidence of vowel expansion
at prosodically predictable locations in infant-directed speech
would indicate that attention to prosody could aid in vowel
category learning.

Methods

Vowel expansion was examined by analyzing vowel produc-
tions by one mother (‘f1’) in the Brent corpus (Brent &
Siskind, 2001), available through CHILDES (MacWhinney,
2000). These recordings consist of natural, unscripted infant-
directed speech and therefore have no restrictions on the
words or vowel types that may occur. Formant (F1, F2) mea-
surements were obtained and hand-checked for 1,166 vowel
tokens. Tokens covered the monophthongs of American En-
glish (/i/. 11/, e/, []. [a]. /s]. [o]. [o/. Ju)). Measure-
ments taken at 33% and 50% of the vowel’s duration were
averaged and transformed into z scores to neutralize scale dif-
ferences. Vowel expansion was measured by calculating the

73

Euclidean distance of each token to the center of the mother’s
vowel space (Bradlow, Torretta, & Pisoni, 1996). In order to
measure prosodic prominence in infant-directed speech each
vowel token was judged by a human assessor who indicated
whether the vowel occurred in a syllable that the mother was
trying to emphasize (focus vs. no focus). Potential acoustic
correlates of focus that were considered were: duration (log-
arithm of the absolute duration in ms.), pitch (FO averaged
over 33% and 50% measurements), and pitch change (the ab-
solute value of the difference in FO between measurements at
33% and 50%). The label of “acoustic focus” was assigned
to vowels that exceeded the z-score of 0.5 for at least one of
the three dimensions.

Results

Table 1 shows the number of focused and unfocused tokens
for each vowel. The annotated-focus set contained 336 vowel
tokens (28.8% of the total set). The acoustic-focus set had
543 tokens (46.6% of the total set). Figure 1 shows the mean
formant frequencies of vowels in focused and unfocused po-
sition. Vowels in focused position were further away from the
center of the vowel space than vowels in unfocused position. !

Stepwise linear regression analyses revealed that annotated
focus is a significant predictor of the vowel’s distance from
the center of the vowel space, independent of vowel type
(adjusted R? = 0.4221; vowel***, focus**, vowel:focus ns).
Vowels in syllables with annotated focus were thus hyperar-
ticulated relative to vowels in unfocused syllables. This con-
firms the intuition that in natural infant-directed speech moth-
ers exaggerate certain vowels by marking them with sentence
focus. Interestingly, vowel expansion did not manifest itself
through stretching of the triangle defined by the “point vow-
els” (/i/, /a/, /u/), but rather followed a consistent pattern of
expansion throughout the entire set of monophthongs.

The tokens that had acoustic focus showed very simi-
lar results. Stepwise regression revealed that acoustic fo-
cus is a significant predictor of vowel expansion (adjusted
R? = 0.4300; vowel***_ focus***, vowel:focus*). These re-
sults indicate that whether infants are able to judge focus (as
our annotators did), or whether they simply pay attention to
tokens that have extreme values on prosodic dimensions (i.e.,
“acoustic focus”), the tokens that have focus show expansion,
and are thus possibly particularly helpful for the learning of
phonetic categories.

In sum, vowels that are prosodically exaggerated might
be particularly useful for phonetic learning because they
have distributional properties that enhance the separability of
vowel categories. The overlap between categories, however,
is still substantial. It thus remains to be demonstrated that
prosodic highlighting makes a meaningfully large difference
in the learnability of vowel categories.

I'The exception was /o/ and /u/ in the acoustic-focus set. The
means of these vowels are unreliable due to their low frequency of
occurrence in the data set. (See Table 1.)



Table 1: Frequency of occurrence of vowels in focused and unfocused position.
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Figure 1: Vowel expansion within infant-directed speech. ‘+” indicates the center of the mother’s vowel space.

The Learnability of Vowel Categories

In order to see if prosodically highlighted vowels would be
beneficial to infant language learners, we simulate the dis-
tributional learning of vowel categories from infant-directed
speech. In particular, we examine whether prosodic fo-
cus helps in discovering category structure in cases of large
overlap between categories. If distributional models of
vowel learning show improved performance when trained on
prosodically defined subsets of vowel data, then this would
constitute evidence that the prosodic properties of motherese
support phonetic category learning.

Methods

The learnability of vowel categories is simulated for two dif-
ferent sets of vowels: /i/, /1/, /e/ and /e/, /&/, /a/. These
sets were chosen because they each contain three vowels that
are close in the FI1-F2 formant space. As a consequence,
the overlap between categories is large, and the learning
of these categories poses a substantial problem for distribu-
tional learning models. In line with earlier work on com-
putational modeling of phonetic category learning (e.g., de
Boer & Kuhl, 2003; McMurray et al., 2009; Vallabha et al.,

2007), we treat categories as multivariate Gaussian distribu-
tions. The learning problem is characterized as estimating
the parameters (means, covariances and mixing proportions)
for these distributions. In our case, categories are defined
as 2-dimensional distributions (the z scores of the first and
second formants). Data points are assigned to the category
that has the maximum likelihood for that point. Parameters
of the Gaussian distributions are estimated using the EM al-
gorithm (Dempster, Laird, & Rubin, 1977) as implemented
in the MCLUST for R software package (Fraley & Raftery,
2006). All models reported below were trained to discover
three ellipse categories. Since vowel ellipses are known to
vary in volume, shape, and orientation (e.g., Hillenbrand,
Getty, Clark, & Wheeler, 1995), the models were given no
information or constraints with respect to volume, shape, or
orientation.

In order to assess whether focused tokens were helpful for
category learning, models were trained on a subset of the data
(either the annotated-focus set or the acoustic-focus set). The
Gaussian distributions that were estimated from these subsets
were subsequently used to classify all vowel tokens in the
data set. We predicted that Gaussian mixture models trained
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on a relatively small set of prosodically prominent vowel to-
kens would provide a better classification of the data than
Gaussian mixture models that were trained on the complete
set of vowel tokens. Performance of the unsupervised clus-
tering models was assessed by comparing their classification
accuracy to a supervised learner that learned three Gaussian
categories based on actual vowel category labels. The su-
pervised learner represented an upper bound on the classi-
fication accuracy that can be obtained given the maximum
likelihood classification criterion that is imposed on the over-
lapping Gaussian distributions.

Results

Table 2 shows the classification accuracy for models trained
using all tokens, annotated-focus tokens, acoustic-focus to-
kens, and all tokens’ category labels (this last being the su-
pervised “ideal”). The first thing to note is that the classifica-
tion accuracy of the supervised learners was below 80%, con-
firming that overlap between categories was substantial. Con-
sidering the unsupervised “All tokens” model, the 12- to 15-
percentage-point decline relative to the supervised model
shows that the categories are not trivially detectable in the dis-
tributions.” Using vowel tokens annotated as focused aided
accuracy to a small degree in the i-1-¢ data set, a result that
nevertheless reveals some utility to focus marking given that
this model was trained on only 164 data points rather than the
entire dataset (which consisted of a total of 665 i-1-¢ tokens).
However, for the e-a-a data set the clustering algorithm was
unable to fit a model to the annotated-focus tokens. We be-
lieve that this is due to the small size of the annotated-focus
data set for e-@-a (n = 150, with only 32 tokens for /a/, see
Table 1). Thus, focused vowels are, in at least some cases,
variable enough that category solutions are difficult to deter-
mine when the quantity of data is very small.

Training on the bigger set of acoustic-focus tokens helped
learning substantially, bringing the model within 3 percent-
age points of the supervised model in the i-1-¢ data set, and
within 6 percentage points in the e-a-a data set. Models that
were trained on tokens that were acoustically prominent (long
duration, high pitch, greater pitch movement) thus showed
substantial classification improvement as compared to models
that were prosodically uninformed. To illustrate the perfor-
mance of different learning models, we display the i-1-¢ data
along with the classifications that are predicted by different
models in Figure 2. Figure 2 shows that only the acoustic-
focus training set is able to predict three clearly distinct cate-
gories.

As it turns out, tokens that have focus or show acoustic ex-
aggeration have a positive effect on the unsupervised learning
of vowel categories. Importantly, these high-quality tokens
are easily identifiable based on their prosodic properties. It
is thus likely that these tokens are identifiable for infant lan-
guage learners, and contribute to language learning.

2Such a decline is not found in models of the point vowels (i-a-u)
alone, for which we found accuracy > 90% for both the supervised
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Table 2: Classification accuracy on two different sets of over-
lapping vowel categories.

Model Accuracy
i-1-¢ e-&-a
All tokens 0.6060 0.6449
Annotated focus 0.6331 -
Acoustic focus 0.7008 0.7343
Supervised 0.7278  0.7947
Discussion

In learning the phonetic categories of their native language,
infants face large amounts of variability in the acoustic re-
alizations of different vowel tokens. This poses a substan-
tial problem for the purely bottom-up distributional learning
of vowels. Here we presented one possible source of infor-
mation that may guide phonetic category learning. If infants
are able to detect high-quality learning tokens in the input,
then they could make considerable progress in category learn-
ing. Motherese may play an important role in this process, by
bringing such “high-quality” tokens to the infant’s attention
through prosodic modifications of the speech stream.

In our clustering experiments, focus as annotated by hu-
man listeners was not as effective as “focus” estimated us-
ing simple, one-dimensional acoustic measures. It is possible
that this difference derived from sample-specific gaps in the
number or quality of human-annotated focus tokens for some
vowel types; this cannot be ruled out without examining other
samples. Furthermore, it is likely that annotators’ judgments
of focus were, in some cases, based on their interpretation
of the speaker’s intentions: an adult listener might judge a
word as being the one the speaker wished to emphasize even
if the phonetics were not particularly marked. Still, the su-
perior performance of the model that learned from the tokens
that were simply more extreme on at least one of the acoustic
dimensions shows that the benefits of “motherese” prosodic
highlighting do not depend on possession of a mature capac-
ity for interpreting focus. Sensitivity to simple dimensions
like duration or pitch goes a long way.

Infant-directed speech prosody, with its exaggerated
prosodic variation, certainly captures infants’ attention, and
this may be important for learning. Earlier studies have
shown that pitch contours enhance infants’ discrimination
skills, since contours increase the acoustic salience of for-
mant frequencies (Trainor & Desjardins, 2002). Such per-
ceptual salience is not taken into account by our model. Our
results show that prosody has additional benefits. We find that
acoustically exaggerated tokens show a different distribution
in the F1-F2 space, with greater distances from the center and
enhanced separability of categories. The picture that emerges
from earlier studies, combined with the current findings, is

and unsupervised learner.



QN Rl
A i/ A i/
) &
a n . n
- | <O fel - | <O fel
o — o
= S = <&
\"',5, o L‘Ir:f S
o o
o o
o o
™ — ® -
o o o o
T T T T T T T T T T T T
2 1 0 -1 -2 -3 2 1 0 -1 -2 -3
z(F2) z(F2)
(a) Actual vowel categories (b) Clustering of all tokens
N~ - A A A A - A A
And a ; Auh N ;
AAALMMA A AN " AMMA A ANl
M;AA?‘A AA M 40O e /1/ A;AA:A AA P % @ © e e 1/
A A A A‘ N <> / A A @
- e/ - A < el
v MAAAA b &A“&AA: T A‘ “&A‘Bges ®®
a1 s B % (g ST
R ‘“fﬁ“ A.m“‘:*"; LT
At A o o ° @
244 AdY A:;':}:@ A MAQ e%%%ﬁw ;@@g@f@% o
o <§> &0 0%2}@ A o - } AA A$$@ ;%es 20 %es ®
< 08} & %@ 630() &
= ©0 o © 6800 = ‘1o @504 LSS O
- & S ® N 2% op o280 Oi&<}$ %, o o
w o ©° S o w o °° 82 %@g @% o & o
N o o N ® oo G005° o
(S < S ® °® é&* K0 2 QB O &
- — o 20 - - $d;%0%%0 &OQ o
° o ’ %? & o o
o ® PO KO oo
o s g 2y
o o © o 4 o o g0 0800 o ©
o o - o SO 680
AR
& o
o © <&
© o
7 o o @7 o o
T T T T T T T T T T T T
2 1 0 -1 -2 -3 2 1 0 -1 -2 -3
z(F2) z(F2)

(c) Clustering of 'Annotated focus' tokens

(d) Clustering of 'Acoustic focus' tokens

Figure 2: The i-1-¢ data set with (a) actual categories, (b) predicted categories based on all tokens, (c) predicted categories based on focused
tokens, and (d) predicted categories based on acoustically exaggerated tokens. The means are plotted for each (predicted) category.

that the exaggerated prosody of infant-directed speech may
capture infants’ attention to speech in a general fashion, and
at the same time provide an enhanced speech signal that sup-
ports language learning — if infants’ category learning favors
attention to the most salient instances.
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Abstract

Studies have shown that counterfactual reasoning can shape
human decisions. However, there is a gap in the litera-
ture between counterfactual choices in description-based and
experience-based paradigms. While studies using description-
based paradigms suggest participants maximize expected sub-
jective emotion, studies using experience-based paradigms as-
sume that participants learn the values of options and se-
lect what maximizes expected utility. In this study, we used
computational modeling to test 1) whether participants make
emotion-based decisions in experience-based paradigms, and
2) whether the impact of regret depends on its degree of unex-
pectedness as suggested by the current regret theory. The re-
sults suggest that 1) participants make emotion-based choices
even in experience-based paradigms, and 2) the impact of re-
gret is greater when it is expected than when it is unexpected.
These results challenge the current theory of regret and suggest
that reinforcement learning models may need to use counter-
factual value functions when full information is provided.

Keywords: Decision making; Bayesian modeling; mathemat-
ical modeling; regret; reinforcement learning.

Introduction

In our daily lives, we constantly face decisions to make and
assess the costs and benefits of possible options (e.g., “Should
I buy alottery or just buy a snack with this money?”, “Should
I buy Apple or Google stock?”). Usually we know only the
outcome of our choices. On rare occasions, we also know
what would have happened if we had made different choices
(e.g., stock market). Having ‘complete feedback’ (or full in-
formation) under risk or uncertainty can evoke strong emo-
tions such as regret or disappointment that are triggered by
our capacity to reason counterfactually.

The effects of counterfactual reasoning have received much
attention, and several theories have been proposed. A grow-
ing consensus suggests that disappointment and elation are
elicited by comparison between different states (e.g., “my
grant was not funded...”) whereas regret and rejoice come
from comparison between different choices (e.g., “I should
have married another person...”). Also, the unique aspect of
regret is a feeling of responsibility that comes with negative
outcomes from choices.

Among several theories of counterfactual decision-making,
decision affect theory is regarded as one of the leading models
(Mellers, Schwartz, & Ritov, 1999). Decision affect theory
assumes that individuals make emotion-based choices and
want to maximize subjective expected pleasure (or emotion)
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rather than to maximize expected return. In decision affect
theory, our emotional responses (R) are based on obtained
outcomes, relevant comparisons, and beliefs about the likeli-
hood of the outcomes:

R o Chosen Outcome Utility +

Regret / Rejoice + (1)

Disappointment / Elation

All counterfactual terms (regret, rejoice, disappointment, and
elation) are weighted by their unexpectedness. Decision af-
fect theory effectively explained various experimental results
(Mellers et al., 1999) and Coricelli et al. (2005) used a mod-
ified version of the theory to examine the neural correlates of
regret using description-based paradigms.!

Several studies have examined counterfactual decision-
making using experience-based paradigms as well (Lohrenz,
McCabe, Camerer, & Montague, 2007; Boorman, Behrens, &
Rushworth, 2011; Hayden, Pearson, & Platt, 2009; Yechiam
& Rakow, 2011). Although models used in the studies differ
slightly from each other, all previous studies used reinforce-
ment learning models, which assume that participants learn
about chosen and foregone outcomes from trial-by-trial expe-
rience and then choose an option that has the highest expected
value.

This study was developed from this gap in the liter-
ature: to explain choice behaviors in description-based
paradigms with full information, researchers have assumed
participants would make emotion-based choices. To explain
choice behaviors in experience-based paradigms, researchers
have assumed that participants learn the obtained and fore-
gone payoffs and do not make emotion-based choices. We
tested whether individuals make emotion-based choices in
experience-based paradigms by building computational mod-
els for all competing hypotheses. This approach allowed us
to quantitatively compare hypotheses in a rigorous way.

Another aim of the study was to test whether regret
would be weighted by its unexpectedness (i.e., surprising-
ness). Mellers et al. (1999) claimed that “...unexpected out-

!In description-based paradigms, the outcomes of all options and
their probabilities are provided to participants and participants rarely
receive feedback. In experience-based paradigms, participants must
learn the outcomes or their probabilities from their personal experi-
ence (Hertwig, Barren, Weber, & Erev, 2004).



comes have greater emotional impact than expected out-
comes.” However, how would you feel given the follow-
ing scenarios? In scenario 1, an Apple employee told you
some inside information about Apple, which would increase
its stock price. You believed that this was 80% reliable, but
you did not buy the stock whose price sky-rocketed. In sce-
nario 2, an untrustworthy looking stranger told you the same
information. You believed he was 20% reliabilible, but you
did not buy the stock, whose price sky-rocketed. According
to Mellers et al. (1999), you would experience more regret in
scenario 2. However, we hypothesized that scenario 1 would
generate more regret because of the unique aspect of regret: a
feeling of responsibility. Therefore, we predicted that regret
would be weighted by its expectedness rather than its unex-
pectedness. Mellers, Schwartz, Ho, and Ritov (1997) showed
that a smaller probabilities of disappointment/elation were as-
sociated with greater emotional response. Although Mellers
et al. (1999) claimed that the effect of probability would be
the same with regret/rejoice, no experiment has directly tested
it to our knowledge.

In sum, we designed our experiment to test the follow-
ing hypotheses. The first hypothesis proposes that partic-
ipants will learn the chosen and fictive outcomes, compare
all available options, and try to maximize their expected re-
turn (“Fictive Learning Alone”). The second hypothesis pro-
poses that participants will make emotion-based decisions
(i.e., maximize their expected subjective emotion) and their
regret will be weighted by its unexpectedness (“Original Re-
gret”). The third hypothesis proposes that participants will
make emotion-based decisions and will weight their regret
by its expectedness (“Modified Regret”). We designed our
experiment to test these hypotheses.

Method

Participants

Nineteen healthy individuals (7 men, mean age 23.0,
SD=4.9) participated in the study. Electroencephalography
(EEG) was continuously recorded from the scalp, but EEG
findings are not reported in this paper. Participants were paid
$10/hr for participation and told that they would earn perfor-
mance bonuses based on total points earned during the task.
In reality, all participants received a fixed amount ($5) as their
bonus money (Lejuez et al., 2003). Study procedures were
approved by the Indiana University’s Human Subjects Insti-
tutional Review Board.

Task

All participants completed four separate gambling games, the
order of which was randomly mixed for each participant. At
the start of each game, participants were told that each game
was independent of the previous game(s). In each game (90
trials/game), participants were asked to choose one of two op-
tions. One option was a safe option in which participants al-
ways won a fixed amount of points (e.g., 11). The other was a
risky option in which participants won either larger (e.g., 26)
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or smaller points (e.g., 1). The probability of winning larger
points was fixed but unknown, and had to be learned from ex-
perience. The payoffs of both chosen and unchosen options
were revealed on every trial (“full information”). The loca-
tions of the options were fixed within games, but randomized
across games. Participants were encouraged to choose an op-
tion that would maximize their gain. Payoffs were distributed
so that the long-term expected values of two options were the
same (see Table 1).

Table 1: The payoff distributions of games 1-4. Note that
the (long-term) expected values of the safe option (M) and
the risky option are the same. M: points of the safe option,
L: low (smaller) points, H: high (larger) points, %H: the
probability of winning larger points. SD: standard deviation.

Risky Option
Game M /" 4 %H Mean SD
I 12 1 56 02 12220
2 11 1 26 04 11123
310 1 16 06 10 74
4 9 1 11 08 9 40

The timing and presentation of a trial is illustrated in Figure
1. Each trial started with a message ("WAIT”), which was
was presented for 1-1.5s. After two options were presented,
the participant had 2s to select an option by pressing buttons
corresponding in a spatially compatible way to the options.
The color of the chosen option remained changed for .6s, and
the payoffs of both options appeared for 1s.

Figure 1: Time course of the gambling task.

Computational Modeling

Three hypotheses (1. Fictive Learning Alone, 2. Original Re-
gret model, 3. Modified Regret model) were implemented
as three distinct reinforcement learning models. They uti-
lized identical learning (probability learning) and choice rules
(softmax), but used different value functions. Due to the spe-
cific design of the task (only 2 possible payoffs of the risky
option in each game), it was assumed that participants would
learn the probability of a larger payoff of the risky option
(probability learning). In the delta rule (Rescorla & Wagner,



1972), the probability of a larger payoff (H) (the risky option)
on the next trial 4+ 1, Pry (¢ + 1), is updated as follows:
Prg(t+1) =Pru(t)+v-[Y () — Pru(t)) (2)

Here v is the learning rate (0 < y< 1) and Y (¢) is the out-
come (1 if H, 0 if L) of the current trial . We assumed no
learning occurred about the safe option because its payoff was
always the same (e.g., 11) in a given game. We assumed that
the choice of a risky or safe option did not affect the learning
rate.”

Action selection was implemented via the Luce choice rule
(a.k.a. softmax) (Luce, 1959). The inverse temperature pa-
rameter (0) determines the sensitivity of the choice probabil-
ities to the action values. We employed a trial-independent
choice rule (Yechiam & Ert, 2007), where 0 = 3¢ — 1 (0<
¢ <5). When ¢ approaches zero, choices become completely
random (exploratory). When ¢ becomes large, choices be-
come deterministic (exploitive).

9 Or(1+1)

Prg(t+1) = eFOr(+1) | 0-0s(t+1)

3

Here Qg(t+ 1) and Qs(7 + 1) are action values of choosing
the risky (R) and safe (S) options on trial # + 1, respectively.
Prg(t+1) is the probability of choosing the risky option on
trial # + 1. Next, we describe differences between three com-
peting models (1. Fictive Learning Alone (FLA), 2. Original
Regret model, 3. Modified Regret model).

Fictive Learning Alone (FLA) The FLA model assumes
that participants compute action values of each option sep-
arately, then select an option that would maximize their ex-
pected return. The action value for the safe option is always
the same on each game, Qs(t + 1) = M* (0< o <1.5). In
other words, the chosen outcome utility of X points (uy) was
setto X%. o is a parameter that governs the shape of the utility
function. As o goes to zero, the reward sensitivity diminishes.
The action value of the risky option is the sum of two possi-
ble utilities, weighted by their probabilities. In other words,
Qr(t+1) =ug -Pry(t +1) +up - Pre(t +1).> These action
values are entered into Equation 3 to compute the probability
of choosing each action on the next trial.

Original Regret Model In Regret models (both Original
and Modified versions), it is assumed that participants choose
an option that maximizes their subjective expected pleasure
or emotion (Mellers et al., 1999). Thus, action values are the
weighted sum of expected emotional responses (R in Equa-
tion 1), rather than expected utilities.

Here we used the notation that Ryg) (¢ + 1) is the expected
emotional response on trial (¢ + 1) when chosen and unchosen

ZWe tried several other versions of learning rules (e.g., separate
learning rates for chosen and unchosen options) and choice rules
(e.g., trial-dependent inverse temperature parameter) that are not re-
ported here, but they did not improve model-fits.

3P}’L(l‘+ 1) =1 7PrH(t+ 1), ug = H*, and u;, = L™
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payoffs are A and B, respectively. We used Equation 1 to cal-
culate RM(L) (t + 1), RM(H) (t+1), RL(M) (t—l— 1), and RH(M) (t—l—
1).* Following Mellers et al. (1999), we set regret/rejoice and
disappointment/elation terms to sgn(A — B) - |A — B|* when
chosen and unchosen payoffs were A and B.> We assumed
that o is identical for both counterfactual functions and the
chosen outcome utility. Importantly, regret/rejoice or dis-
appointment/elation will be weighted by its surprisingness.
We used 1 minus its probability as an index of surprisingness
(e.g., 1-Prg(t + 1)) (Mellers et al., 1999). For example, sup-
pose a participant chooses the safe option (chosen payoff=M
and the foregone payoff = H). Then, the expected emotional
response can be expressed as Ry g (t+1) from Equation 1,
which is equal to M* 4 (—1)-|M — H|*- (1 — Pry(t+1)).°
If the participant chooses the risky option and the chosen
payoff is L, the expected emotional response is Ry () (t +1).
Ryt +1) is equal to L* + (—1) - |[L —M|*- (1 — Prp(t +
1)+ (=1)-|[L—H|*- (1 —=Prp(t+1)). Note that the disap-
pointment term was included in this case. Ry)(t + 1) and
Ry(p)(t + 1) can be calculated in the same way and these
terms can be used to calculate action values in Equation 4:

Qs(t+ 1) :RM(H) (l+ 1) ~PrH(t-|- 1) +RM(L)(I+ 1) ~P7‘L(l+ 1) (@)
Or(t+1) =Ryt + 1) - Pryg(t + 1) + Ry (1 +1) - Prp(t +1)

The computed action values are entered into the softmax
choice rule in Equation 3 to calculate trial-by-trial probability
of choosing a risky (or safe) option.

Modified Regret Model This model is identical to the
Original Regret model except that regret (but not any other
counterfactual comparisons) is weighted by Regret’s expect-
edness. We used regret’s probability as its expectedness (e.g.,
Pry(t+1)). Thus, only Ry(z) (¢ +1) and Ry sy (¢ + 1) are dif-
ferent between two Regret models because participants expe-
rience rejoice, but no regret for Ry (t+ 1) and Ry () (¢ +1).

Summary of Three Competing Models In sum, we com-
pared three different models (specifically, value functions).
The FLA model assumes that participants evaluate two op-
tions separately and choose the option that maximizes their
expected return. The two Regret models assume that par-
ticipants evaluate anticipated emotional responses and maxi-
mize their subjective pleasure. The Regret models, however,
make different assumptions about the role of surprisingness
when processing regretful outcomes. All three models have
three free parameters: learning rate (7y), utility shape (), and
choice consistency (c). We used hierarchical Bayesian ap-
proach to estimate them, which is useful for reliably estimat-
ing group and individual parameters (for a review see Lee,
2011).

n all settings, L < M < H (e.g., L=1, M=11, H=26).

Ssgn(x) =1ifx>0,-1ifx <0.

5The disappointment/elation term is present only for risky
choices. The disappointment/elation term is missing in Ryy(z) (f + 1)

because the safe option was chosen, in which there is only one state.
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Figure 2: Graphical depiction of the hierarchical Bayesian
analysis for three reinforcement learning model. Ry gy, re-
places u; ; for Regret models.

Graphical Model Implementation - Hierarchical
Bayesian Parameter Estimation

Figure 2 shows the graphical representation of all three mod-
els. We modeled the variation in v;, 0, and ¢; parameters by
assuming they have censored Gaussian distributions across
participants. (e.g., Vi ~ Normal(uy,Ay)I1(0, 1), where uy and
Ay are the mean and precision variables of the Gaussian dis-
tribution). Mean variables had uniform priors and precision
variables had Gamma priors (e.g., Ay ~ Gamma(.001,.001)).
In Figure 2, clear and shaded shapes indicate latent variables
and observed variables, respectively. Single and double out-
lines indicate probabilistic and deterministic functions of in-
put, respectively. Circles and squares indicate continuous
and discrete variables, respectively (Lee, 2008). Vectors x; ;
(payoffs) and Ch;y1,; (choices) were observed and individ-
ual (;, 0, ¢;) and group parameters (tty, to, Hes Ay, Ay Ac)
were estimated. We used OpenBUGS (Lunn, Spiegelhalter,
Thomas, & Best, 2009) to perform Bayesian inference. We
used 50,000 posterior samples collected following a total of
30,000 burn-in samples. Multiple chains were used to check
convergence and R values indicated that Markov chain Monte
Carlo (MCMC) chains converged well with the target poste-
rior distributions. Given that participants’ choice behavior
varied across games (see Figure 3), we estimated parameters
separately for each game (but across all participants within
each game). Ideally, model parameters should remain sta-
ble across games. Otherwise the model might simply mimic
data without providing a coherent theoretical explanation of
choice behavior.
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Figure 3: The mean proportions of risky choices over trials
on Games 1-4. The blue solid line indicates the group mean
on each trial and shaded region indicates +s.e.m. (a moving-
average filter was used).

Results
Behavioral Results

The proportions of risky choices in each game are plotted
in Figure 3. As seen, participants’ choice behavior varied
across games although the expected values of two options
were equated on all games. The mean proportions of risky
choices on games 1-4 were .28, .40, .50, and .68 and the dif-
ferences between games were all significant (games 1 vs 2:
p < .003; games 2 vs 3: p < .004; games 3 vs 4: p < .001).

Next, we examined the effect of chosen feedback, foregone
feedback, and the magnitude of their difference (Coricelli et
al., 2005). For this goal, we performed panel logic regression
using the individual random-effects model. The dependent
variable was ‘switch’ (1 if switched from the previous trial, 0
otherwise), and independent variables were the chosen pay-
offs (or feedback) (fb), the foregone payoffs (fgFb), and the
magnitude of their difference (|fb — fgFb|) on the previous
trial (T-1). Table 2 shows that participants were more likely
to switch if the chosen feedback was lower (p < 3E-16), the
foregone feedback was higher (p < 2E-13), and the magni-
tude of the difference was higher (p < .011). These results
suggest that participants take all three variables into account
when making decisions.

To examine the effect of feedback on previous trials, an-
other panel logistic regression analysis was performed, ex-
amining how many previous trials (fb — fgFb) biased the
switch behavior. Figure 4 shows that chosen—foregone pay-
offs of up to two previous trials significantly influenced the
switch behavior.

Table 2: Regression analysis (panel logit procedure with in-
dividual random effect). fb: the chosen payoff (feedback),
fgFb: the foregone payoff (feedback).

Variable  Coefficient Std. Error t p
Constant .3902 .0186 21.00 <3E-16
b -.0064 .0009 -7.44 <2E-13
fgFb .0027 .0007 371 <.001
| fb -fgFb | .0025 .0010  2.53 011




Coefficient (fb - fgFb)

T T
1 T2

T
T3 T4 T5

Past trials

Figure 4: Effects of past outcomes on current choice behavior.
fb: the chosen payoff, fgFb: the foregone payoff.
*%k p<.0001 ** p<.001.

Modeling Results

To determine which model best fits our data, we used maxi-
mum likelihood estimation (MLE) methods to fit the model to
each person and game separately, and then used the Bayesian
information criterion (BIC) (Schwartz, 1978) to compare the
Bernoulli baseline model, in which the probabilities of two
options were equal to the individual’s overall proportion of
each option (the number of free parameters=1) against three
models of interest.” The BIC score is a statistic that combines
badness of fit with a penalty for the number of parameters. To
evaluate the models, we used a BIC change score that mea-
sures the improvement of the computational model over the
Bernoulli baseline model (BIC change equals the BIC from
the baseline model minus the BIC from the cognitive model).
Therefore positive BIC changes represent improvement over
baseline, and the model with the highest BIC change is con-
sidered the best.

Figure 5 shows that the Modified Regret model has the
best model fit. When tested across participants, the dif-
ference was significant (the Modified vs. Original Regret
models: p < .005, the Modified Regret vs. FLA models:
p < .05). When the descriptive accuracy was assessed by pos-
terior predictive analysis, the best-fitting model (the Modified
Regret model) provided good individual-level model predic-
tions. For example, Figure 6 illustrates a good match between
the observed data (Figure 6A) and the model’s predictions for
a participant’s choices (Figure 6B).

Next, we examined whether the parameter values of three
models would remain stable across games. Again, ideally
model parameters should be similar across different games or
tasks. In Figure 7, all parameters of the models were plotted
across games 1-4. Clearly, the parameters of the Modified
Regret model, which had the best model fit, were the most
stable across games. Note that the utility shape (o) and con-
sistency (c) parameters of FLA and Original Regret models

7We are currently working on comparing models by estimating
their Bayes factors (Kruschke, 2011)
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Model Comparison

n < 005
P -
. p.<..05
+
@ S
FLA Orig. Regret Modified Regret

Figure 5: BIC (Bayesian information criterion) scores of
three competing models compared to the baseline model.
Note that higher BIC indicates a better model fit. Error bars
indicate +s.e.m. FLA: Fictive Learning Alone.

varied greatly across games. In sum, the results of both model
fit and parameter consistency indicate that the Modified Re-
gret model explains participants’ choice behavior best.

Discussion

The goals of this study were to examine: (1) whether par-
ticipants make emotion-based choices in experience-based
paradigms; (2) whether regret would be weighted by its un-
expectedness or expectedness. The modeling results provided
strong support for the Modified Regret model: the model had
the best model fit and its parameters were the most stable
across games, suggesting it might provide a coherent theo-
retical account for choice behavior across games. The results
provide strong support that participants make emotion-based
choices and experience greater regret when it was expected
rather than when it was unexpected.

We believe this study is the one of the first attempts to in-
corporate emotion-based decisions into reinforcement learn-
ing. Our findings are consistent with previous studies us-
ing description-based paradigms that found participants made
emotion-based decisions. Our results suggest that reinforce-
ment learning models may need to use value functions that
can incorporate emotional components. The results are also
consistent with the notion that emotions provide a common
currency on how we make decisions under risk or uncertainty
(Loewenstein, Weber, Hsee, & Welch, 2001; Weber & John-
son, 2009).

We also believe these results need to be tested in other
experience-based paradigms and to determine their general-
izability. Some studies found that Bayesian learning models
outperformed the delta learning rule (Boorman et al., 2011).
Although it is possible that using such a learning model can
improve the model fit for all three models, we do not think it
will change the main findings of the current study. In sum, we
found strong support for the Modified Regret model, which
challenges the current theory of regret.
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Figure 6: Posterior predictive assesment of the Modified
Regret model for one participant. (A) The participant’s
proportion of risky choices over trials (smoothed with a
moving-average filter) (B) posterior predictive distributions
for Prg(z). Small blue squares indicate 50 random samples
from the posterior predictive distributions. The red solid line
indicates the mean values of the distributions. The partici-
pant’s model parameter values are in the bottom figure.
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Abstract

Often in cooperative situations, many aspects of the decision-
making environment are uncertain. We investigate how
cooperation is shaped by the way information about risk is
presented (from description or from experience) and by
differences in risky environments. Drawing on research from
risky choice, we compare choices in stochastic social
dilemmas to those in lotteries with equivalent levels of risk.
Cooperation rates in games vary with different levels of risk
across decision situations with the same expected outcomes,
thereby mimicking behavior in lotteries. Risk presentation,
however, only affected choices in lotteries, not in stochastic
games. Process data suggests that people respond less to
probabilities in the stochastic social dilemmas than in the
lotteries. The findings highlight how an uncertain
environment shapes cooperation and call for models of the
underlying decision processes.

Keywords: Decisions from Experience; Cooperation; Risky
Choice; Public Good.

Cooperation in Risky Environments

When people face an opportunity to cooperate, such as
when opening a business together or pursuing a joint
research project, the outcomes of these enterprises are
frequently uncertain. On the one hand, joint enterprises
often constitute a social dilemma, where it is in the
collective interest of the group to cooperate, yet individually
rational to free ride. Despite these incentives, there is
overwhelming evidence that many people still engage in
cooperation (e.g., Ostrom, 1990). On the other hand, even if
people cooperate outcomes often are uncertain due to a risky
environment. For instance, even if all business partners
cooperate, a new start-up may fail due to external events,
such as natural disasters disrupting supplier shipments.
Laboratory experiments show that when social dilemmas are
embedded in a stochastic environment, cooperation declines
sharply (for a review see E.Van Dijk et al., 2004). What has
not been addressed is how different levels of environmental
risk and the format in which it is presented affect
cooperation.

Studies on risky choice find a pronounced difference in
behavior depending on how information in lotteries is

presented: whether people sample the distribution of
outcomes (decisions from experience) or decide based on a
summary description of outcomes and probabilities
(decision from description) (for a review see Rakow &
Newell, 2010). In conventional lotteries with described
probabilities, people choose as-if they overweight small
probabilities as reflected in Prospect Theory (Kahneman &
Tversky, 1992). In contrast, people decide as-if they
underweight small probabilities if they acquire risk
information sequentially by sampling (Hertwig et al., 2004).
The difference in choice patterns between decisions from
description and experience has been labeled the description-
experience gap (DE gap).

In lotteries, outcomes depend on environmental risk
alone, whereas outcomes in social dilemmas also depend on
the choices of other individuals. Stochastic social dilemmas
thus combine social uncertainty and environmental risk. Yet
our understanding of cooperation in stochastic environments
is currently limited to situations in which environmental risk
is described by outcomes and probabilities (e.g., Bereby-
Meyer & Roth, 2006; Gong et al., 2009; Levati et al., 2009).
We argue that real-world risky choices often involve
experiencing the outcomes and probabilities of choices
rather than receiving their summary statistics. Therefore,
examining how risk presentation influences people’s
decisions is critical to understand how and when people
cooperate in risky environments.

There is one important presupposition: risk presentation
can influence cooperation only if people are responsive to
differences in environmental risk. In lotteries, people’s
decisions have been found to vary with different levels of
risk, i.e. for different combinations of outcomes and
probabilities while keeping the expected value constant.
Analogously, one can describe a stochastic social dilemma
by the expected payoffs of cooperation. In a one-shot
prisoner's dilemma, people not only cooperate but also
respond to different outcomes (Guyer & Rapoport, 1972).
Extending this finding to a stochastic setting, the second
goal of this study is to establish whether and how different
levels of risk affect behavior in one-shot social dilemmas
with the same expected payoffs.



Like other types of choices, cooperation is a function of
the match between decision processes and the decision-
making environment, or what has been labeled ecological
rationality. Besides social uncertainty, which has been
studied extensively, the levels of environmental risk and
uncertainty are critical components of real-world
environments that researchers are only recently beginning to
appreciate. For instance, cooperation unravels slower in a
stochastic social dilemma than in a deterministic one
(Bereby-Meyer & Roth, 2006), and groups cooperate more
than individuals (Gong et al., 2009). None of the studies,
however, addresses how differences in risky environments
and the way risk is presented affects cooperation.

Experiment

The goal of the study is to investigate how risk presentation
and different levels of environmental risk affect cooperation
in a social dilemma. Even if the outcomes of cooperation
also depend on the action of others, the environmental risk
affects all who cooperate equally. We thus expect both
aspects to influence cooperation in risky environments in
the same way as lottery choices with environmental risk
alone. To facilitate understanding, we present the detailed
hypotheses (see below) after the implementation.

We used a 2 x 2 between-subjects design in which we
manipulated risk presentation (description vs. experience)
and choice situation (social dilemma vs. lottery). In the
description condition, subjects received information about
how environmental risk influenced outcomes in a social
dilemma as a probability statement, whereas in the
experience condition participants sampled to infer the
probabilities. To control whether the values and
probabilities chosen to implement environmental risk
replicated the DE gap, two further groups made decisions in
lotteries, again either from description or experience. The
environmental risk was identical between lotteries and
games. To investigate how different levels of risk affect
behavior in one-shot social dilemmas, we varied
probabilities and outcomes within-subjects while keeping
the expected outcomes constant.

Methods

Environmental Risk in Social Dilemmas and Lotteries
For the social dilemma conditions, we used a stochastic 2-
person public goods game (PG) with binary choices. For
each choice, participants receive an endowment e (10€)
which they could contribute to a joint project with a
randomly matched partner or keep for themselves.
Contributions were multiplied by a value (msr) and shared
equally between both pair members. Denoting i’s
contribution by c¢;, where ¢; € {0, e} and i = 1, 2, i’s payoff
is given by msr
T =e-¢ (e tey). (1)

We impose msr {1, 2}. An msr > 1 made it socially
optimal to contribute, whereas an msr < 2 rendered free-

riding the dominant strategy for a selfish person, thus
creating a social dilemma.

We manipulated environmental risk by assigning the msr
to one of two possible values, representing either a good or
a bad event, with a certain probability. In case the bad event
occured (with probability p), contributions were multiplied
by an msr < 1, decreasing the value of the public good.
When the good event occured, contributions were multiplied
by an msr > 1, increasing the value of the contributions. The
environmental risk only affected what was invested.
Cooperation thus represents the risky and non-cooperation
the sure option. We chose the two potential msr-values and
corresponding probabilities such that the expected msr,
E[msr], across good and bad event always yielded a social
dilemma with 1 < Ef/msr] <2.

Table 1 illustrates the eight decision situations employed.
Situations 1 to 4 contained rare (p < 0.25) bad events,
analogous to the DE gap studies with lotteries (e.g., Hertwig
et al., 2004). Situations 5 and 6 contained more common (p
> 0.25) bad events to test whether the DE gap extends
beyond rare events as found by Ludvig and Spetch (2011).
We use two different expected msr, 1.2 and 1.4, to check the
robustness of the results. Situations 1 — 6 were designed to
extend the findings from the DE gap studies in risky choice
to social dilemmas. At the same time, keeping the expected
msr constant across different combinations of probabilities
and potential returns allows us to test whether different
levels of environmental risk affect choices in the PG in the
same way in which they affect choices in lotteries.

Decision situation 7 and 8 explored boundary conditions
of a social dilemma and provided a further control of
participants’ understanding of the incentives. In situation 7,
the E/msr] equaled 1.1, which made it less attractive to
cooperate compared to situations 1 — 6. In contrast to the
other situations, here the rare event was the good state of the
world. Different from situations 1 to 7, the expected msr of
2.1 in situation 8 did not generate a social dilemma and
made it individually and socially optimal to cooperate.

In most studies on the DE gap, the risky option has an
expected value that is only marginally higher than the sure
option. To avoid floor effects in the social dilemma, we
used relatively large expected msr. This should provide
strong incentives to cooperate in the PG but results in a
larger difference between the expected msr-value of the sure
option and risky option. To control whether the parameters
we chose for implementing environmental risk replicated
the DE gap in more standard settings, we ran the same
choices as lotteries with identical environmental risks. In the
lottery conditions, participants also received an endowment
e and had to decide whether to invest into a risky option.
The risky option in each lottery used the same two possible
msr with the same probabilities as the corresponding PG.
Yet, while the payoffs in the games also depended on the
action of another person, the payoffs in the lotteries only
depended on the realized state of the world. The lotteries
strip the strategic component away but retain the stochastic
component that stems from the environment. We
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randomized the order of decision situations in games as well
as lotteries, and participants received no feedback about the
realized msr (or decision of the other group member) after
each decision.

Decisions from Description vs. Decision from Experience
In the description conditions, participants received
information about environmental risk as a summary
statement about probabilities and associated mrs-values
before they made their decision. In the experience
conditions, participants sampled the distribution of
mrs-values by drawing 25 cards from a deck. We used a
matched-sampling design based on Ungemach et al. (2010),
where people were forced to view a representative sample of
the underlying distributions of outcomes. Each card
contained a number corresponding to one of the two
possible msr. For example, in situation 1 the deck had 2
cards with the msr 0 and 23 cards with the msr 1.30. The
sequence of cards was randomized for each participant, yet
the two possible msr and their frequencies matched exactly
the objective probabilities given in the description
condition. Thus, sampling error could not cause any
differences observed between the two conditions.

In the experience conditions, we additionally collected
time stamps that allowed us to evaluate how long
participants viewed a certain card and whether this
influenced their decision. To check the accuracy of risk
estimates, we also asked participants after the last round
how often they saw the two sampled msr-values. In the
description  conditions, participants  translated the
probability statement of the last round into a frequency
statement to control whether participants accurately
understood the risk.

Further Tasks In the social dilemma conditions,
participants also faced two deterministic PGs with an msr of
1.2 and 1.4 (randomized order) after the stochastic
situations. This allowed us to investigate how cooperation
varies if the stochastic component is removed, since the
deterministic games matched the expected msr of the
stochastic PGs in situations 1, 2, and 5 (E/mrs] = 1.2) as
well as 3, 4, and 6 (E/mrs] = 1.4).

At the end of the experimental session, participants
indicated in a questionnaire which of six reasons best
explains their decision to invest/not invest into the
stochastic PGs: the probability of the mrs were (not)
sufficiently high, the values of the mrs were (not)
sufficiently  high, conditional  cooperation, social
uncertainty, greed/opportunism, moral values, or none of
these. A section on demographics concluded the experiment.

Participants and Procedure We randomly assigned 128
students in Jena, Germany, to one of four sessions. In the
social dilemma conditions, participants had to pass control
questions to ensure that they understood the impact of

environmental risk and of the other person’s choice on their
payoffs. All tasks were completed anonymously employing
a perfect stranger design. At the end, one decision situation
was randomly chosen to determine the payoff. Participants
earned on average 14€.

Hypotheses

Risk sensitivity in social dilemmas and lotteries Do
different levels of environmental risk affect stochastic PGs
in a similar way as they affect lotteries? To test this
presupposition, we focus on decisions from description and
employ the predictions of Prospect Theory (Kahneman &
Tversky, 1992). Using a separate value and weighting
function, Prospect Theory transforms the expected outcomes
of a lottery into Prospect Theory Values (PTVs), analogous
to expected values. When comparing the PTV of a lottery’s
risky option with a sure option (always 1 in our case), the
conventional prediction is that the risky (sure) option is
picked if the PTV is larger (smaller). Investment rates into
the PG are expected to be lower than in lotteries due to a
second source of uncertainty that stems from the other
person. Thus, the PTVs based on environmental risk alone
are unlikely to be useful. However, the PTVs also produce a
ranking of the 8 decision situations in terms of proportion of
risky choices. Such a ranking can be applied to both lotteries
and stochastic PGs in the description condition. Table 1 lists
the PTVs for the eight decision situations of this experiment
based on the parameters used by Tversky and Kahneman
(1992). From the PTVs, two predictions follow for PGs and
lotteries with the same expected msr:

(1a) Situations 1 and 3 (bad event occurs with 8%) will lead
to a higher number of risky choices than situations 2 and 4
(where the bad event occurs with 20%).

(1b) Situation 5 (6), where the bad event is more common,
will lead to more risky choices than situations 1 and 2 (3
and 4).

Decisions from Description and from Experience Using
lotteries, studies found that experienced small probabilities
appear to be underweighted in choices compared to
described ones (Hertwig et al., 2004). Extending this choice
pattern to social dilemmas leads to the following hypothesis
for stochastic PGs and lotteries:

(2) The risky option will be chosen more frequently in the
experience condition than in the description condition if the
bad event is less likely (situations 1 — 6 and 8), whereas this
pattern should reverse for situation 7, in which the good
event is less likely.

Results

Risk Sensitivity in Social Dilemmas and Lotteries

We would not expect risk presentation to matter unless
people are sensitive to different levels of risk in games as
they are in lotteries. For the results of hypothesis 1a and 1b,
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Table 1: Percentage of subjects investing in PGs / lotteries and differences between description and experience conditions

Decision Situations

Stochastic PG

Difference between

Lotteries

Difference between

gmtl;))/n E[msr] PTV |Desc Exp description and experience | Desc Exp  description and experience
P conditions conditions
One rare event
1 1.30,0.92 1.2 0.93 47 44 -3 (x(1)=0.06,p=0.80) 78 81 +3(¥*(1)=0.10,p=0.76)
0,0.08
2 1.45,0.8 1.2 0.84 28 28 0 (x3(1)=0.00, p =1.00) 44 69  +25 (x3(1)=4.06, p=0.04)
0,0.2
3 1.55,0.92 14 1.09 66 56 -9 (x¥(1)=0.59,p=0.44) 81 88 +6 (¥*(1)=0.47,p=0.49)
0,0.08
4 1.80,0.8 1.4 1.02 38 38 0 (x¥(1)=10.00, p=1.00) 63 78  +16 (x*(1)=1.87,p=0.17)
0,0.2
Mean 1 —4 45 41 -3 (1) =026,p=0.61) | 66 79 +13 (y*1) =5.03, p=0.03)

Two common events

5 1.80, 0.64 1.2 0.96 25 28
0.20, 0.36

6 1.95,0.56 1.4 1.21 41 28
0.70, 0.44

Mean 5 & 6 33 28

Extreme msr

7 0.75,0.88 1.1 1.23 19 16
3.50, 0.12

8 2.20,0.96 2.1 1.70 91 88
0.30, 0.04

3(2(1)=0.08,p=0.77) | 34
S1302(1)=1.11,p=029) | 44 59
5(¢(1) = 0.33,p = 0.57)
302(1)=0.11,p=0.74) | 38 16

3 (2(1)=0.16, p = 0.69)

44 49 (1) = 0.59, p = 0.44)
+16 (2(1) = 1.56, p=0.21)

39 52 +13(¢(1)=2.02,p=0.16)

22 ((1)=3.92, p=0.05)

100 97 -3 (p=0.50, Fisher's exact

test)

we focus on data from the description conditions for
decision situations 1 to 6.

When comparing decision situations with an E/msr] = 1.2
and E/msr] = 1.4, cooperation increases with the expected
msr. The deterministic PGs yield a similar pattern: the rate
of cooperation is 53% when msr = 1.2 and, 81% when msr =
1.4 (¥’(1) = 5.74, p = 0.02). In the stochastic PGs, the
average rate of cooperation is 33% when E/msr] = 1.2 and
48% when Efmsr] = 1.4 ((1) = 423, p = 0.04). Thus,
differences in expected msr affect behavior even though the
social dilemma is maintained and the dominant strategy for
a person is not to cooperate. This replicates Guyer &
Rapoport (1972) findings and extends it to a stochastic
setting. But, besides being sensitive to different expected
outcomes, do people react to different levels of risk for
constant expected outcomes?

To address this question, we pool our data across
situations with expected msr-values of 1.2 and 1.4 to obtain
more reliable results. The mean cooperation rate is 1.7 times
higher in situations where the bad event occurs with 8%
than in situations where the bad event is common (*(1) =
7.12, p = 0.01). Thus, changes in the stochastic environment
have a large impact on cooperation. The difference in
cooperation between deterministic and stochastic PG with

an 8% chance of a bad event is only 10.5% and not
significant (y*(1) = 1.62, p = 0.20).

To investigate hypotheses 1a and 1b — that situations with
8% receive more investment than situations with 20% —, one
can also rely on the pooled data across the E/msr] of 1.2 and
1.4 because the rankings of PTVs are identical for both. The
rate of investment in situations with a probability of 8%
compared to 20% sharply drops both for stochastic PGs
(from 56% to 33%, ¥*(1) = 7.17, p = 0.01) and lotteries
(from 80% to 53%, x*(1) = 10.12, p < 0.001). Paralleling
each other, stochastic PGs and lotteries thus are in line with
prediction la based on Prospect Theory.

For prediction 1b, the data also suggests a decline in
cooperation between situations with a probability of 20%
and those with two common events. Statistically, however,
there is no difference between these two situations, neither
for the stochastic PGs (the investment rate is constant at
33%, ¥*(1) = 0.00, p = 1.00), nor for lotteries (the
investment rate declines from 53% to 39%, ¥*(1) = 2.55, p =
0.11). Hypothesis 1b based on Prospect Theory — that the
rate of investment is highest with a common event — is
neither met in stochastic PGs nor in lotteries.

In summary, we find that different levels of
environmental risk both influence choice in the PGs for
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decisions from description and result in similar behavior in
stochastic PGs and lotteries. Though the data confirm the
predictions of Prospect Theory for hypothesis 1a, we did not
obtain support for hypothesis 1b for either PGs or lotteries.

Decisions from Description and from Experience

Is there a DE gap in lotteries and games? We initially
focus on pooled data from the eight decision situations to
start with more reliable results. Hypothesis 2 is directional
and states that, except for situation 7, participants should
choose the risky option more often in the experience
condition. To test this hypothesis, we subtracted the
percentage of people contributing in the experience
condition from those in the description condition, except for
situation 7 where we do the opposite. The results show a
positive gap for lotteries (x* (1) = 8.24, p = 0.003), with a
mean difference between experience and description of 12%
(SD = 10%).

Table 1 lists percentage of people investing in experience
and description separately for all eight decisions situations
in lotteries and stochastic PGs. For lotteries, the predicted
difference between the experience and description condition
is observed in all situations (including the reversal for
situation 7) — except for lottery 8. This lottery shows a
ceiling effect because the expected outcome is twice as high
as the sure option, so that in both conditions all participants
but one invested.

Averaging across lotteries 1-4, which contain a rare event,
shows a DE gap of 13% (Table 1). The same DE gap (13%)
occurs with lotteries containing a more common bad event
(5 and 6, Table 1). The results replicate Ludvig and Spetch
(2011), who find the DE gap also for situations with
common events. Overall, responses to decisions from
description and experience differed in lotteries as predicted
based on previous findings. Thus, the parameters we chose
for environmental risk replicate the DE gap found in the
risky choice literature.

Given that the parameters replicate the DE gap in lotteries
and the previous result that people’s decisions in games
were similarly sensitive to differences in risk as in lotteries,
we expected the risk presentation format to influence
cooperation as well. The behavior in the stochastic PGs,
however, does in this respect not match the behavior in
lotteries: the DE gap completely disappears in games (x*(1)
=0.38, p = 0.30). The mean difference between experience
and description in the stochastic PG is -3% (SD = 6%).

The stochastic PGs stand in stark contrast to the results in
the lotteries. In games, 6 out of 8 decision situations show
no or only minimal gaps. Experience and description
conditions do not differ for any of the decision situations. In
fact, situation 7, which is closest in spirit to the situations
used in by Hertwig et al., (2004) and Ungemach et al.,
(2009), shows a strong DE gap in lotteries, but the gap
disappears completely in the games.

Why is there a DE gap in lotteries but not in games? In
the following, we explore reasoning processes in PGs and

lotteries that provide hints to why risk presentation affects
lotteries but not stochastic PGs.

One possible explanation underlying this pattern is that
participants spend different amounts of time sampling in
lotteries and games, which may indicate different search
processes. In lotteries, participants spent more time viewing
the rare event (M = 0.91 seconds, SD = 0.99) compared to
the frequent event (M = 0.67 seconds, SD = 0.65, t(6400) =
10.01, p < 0.001). Similarly, for the games, participants
viewed the rare event (M = 0.51 seconds, SD = 0.51) longer
than the frequent event (M = 0.43 seconds, SD = 0.33,
t1(6400) = 6.38, p < 0.001). In Ilotteries, however,
participants spent more time sampling than in games for
both rare events (t(2432) = 12.45, p < 0.001) and frequent
events (t(10368) = 24.02, p < 0.001). These differences in
sampling times thus provide evidence for potentially
different search processes in games which appear to pay less
attention to the actually observed probabilities compared to
lotteries.

To control for the accuracy of risk perception, participants
in the experience conditions stated the frequency of the two
outcomes in the last situation after they had decided. The
actual distribution of outcomes participants saw correlates
with the stated frequencies for lotteries (rs = 0.72, p <
0.001) yet to a lesser extent for stochastic PGs (rs = 0.43, p
< 0.01). In both conditions participants were calibrated to
the actual probabilities and did not underestimate but rather,
if anything, overestimated the probability of rare events.

Some researchers suggest that the larger influence of
recent events in decisions from experience may drive the
DE gap. Hertwig et al. (2004) and Rakow, Demes, &
Newell (2008) found a recency effect in decisions from
experience but Ungemach et al., (2010) and Hau, Pleskac,
Kiefer, & Hertwig (2008) did not. To test for a recency
effect, we divided the 25 samples participants draw before
each decision into two sets: from 1 to 12 (initial) and from
13 to 25 (latter). Then we computed the expected msr from
the initial samples, E/msr],.1,, and from the latter samples,
E[msr]5,s. Finally, we compare the number of risky
choices made when E/msr] 3,5 > E[msr]ii, to the number
of risky choices made when E/msr] 3.5 < E[msr],.;;. When
the E/msr] of the latter, more recent sample was larger, we
find a higher number of risky choices in lotteries (x*(1) =
3.77, p = 0.04) but not in games (x*(1) = 0.30, p = 0.34).
This also suggests that the actual observed probabilities may
play a less important role in games than in lotteries.

Finally, for the stochastic PG in description and
experience, participants indicated their most important
reasons for cooperating as well as not cooperating. This
resulted in two statements per participants. Aggregating
across both statements, probabilities influenced cooperation
decisions in the description condition for 59% of the
participants, compared to 39% in the experience condition.
In this condition, participants rather emphasized both the
value of the msr they could obtain (20% in experience, and
3% in description) and their expectation whether the other
will (not) cooperate, i.e. conditional cooperation (20% in
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experience and 11% in description). This indicates that the
importance of the probabilities for decisions is further
reduced in the stochastic PG in experience.

In summary, participants sampled more quickly in the
stochastic PG in the experience condition than in lotteries,
as if they were paying less attention to the observed
probabilities. In line with this, subjects’ risk perception was
less accurate in games than in lotteries, and recency — a
potential cause of the DE gap — did not play a role in games,
whereas we did find a recency effect in lotteries. The
questionnaire also highlighted that probabilities were less
important in the PG in experience than the size of the values
and Dbeliefs about others’ behavior. This provides
converging evidence that as the probabilities of the risky
option lose importance in the games, the DE gap washes
out.

General Discussion

People often cooperate in social dilemmas. We examined
how critical aspects of the stochastic environment shape
cooperation. First, different levels of environmental risk
influence cooperation. Investments in the stochastic PGs
match those observed in lotteries, with people preferring an
8% chance of a bad event to a 20% chance for constant
expected payoffs. Second, the msr-values and probabilities
chosen to implement environmental risk replicate the DE
gap within individual risky choices in lotteries. That is,
people choose the risky option more often when
experiencing the risky outcomes compared to when
receiving summary descriptions. Our key finding is that,
nevertheless, risk presentation matters in lotteries but not in
games: no DE gap existed for the social dilemmas. Process
data and subjects self-reported reasons for cooperation
suggest that the disappearance of the DE gap in games may
result from a decision process that emphasizes the size of
the outcomes and expectations about others' behavior over
outcome probabilities.

In our view, to include environmental risk and decisions
from experience into the study of cooperation invites more
realism into the laboratory. This study is only a small step to
build on insights from research on risky choice for decision
situations which combine environmental risk and social
uncertainty. In particular, models that focus more on actual
decision processes instead of choices alone may provide
promising alternative starting points to Prospect Theory,
which in our study could not account for the data in the
description condition for either lotteries or games. In
complex interactive environments, it seems rather likely that
non-compensatory decision making emerges. For instance, a
lexicographic  strategy like the Priority Heuristic
(Brandstatter et al. 2006), outlines a sequential decision
process which considers outcomes in the first and
probabilities only as a second step if no decisions has been
made. In a similar fashion, other strategies that do not trade-
off reasons may be valuable to model search and decisions
processes in situations that combine environmental risk and
social uncertainty — and thus also include expectations about

others and further social reasons besides mere outcomes and
probabilities.
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Abstract

Game theory has been useful for understanding risk-taking and
cooperative behavior. In the present study, subjects played the
Hawk-Dove game with simulated and embodied (robotic) neu-
ral agents which used a neurobiologically plausible model of
action selection and adaptive behaviors. Subjects had their
serotonin levels temporarily altered through acute tryptophan
depletion (ATD). The traditional assumption for subject data
from Game-theory-ATD or human robot interaction (HRI)
studies is that all participants come from the same underlying
distribution or same group. We used probabilistic graphical
models in order to determine potential sub-group affiliations
based on the subjects’ responses while playing the Hawk-Dove
game. The results from the models indicate sub-groups within
a subject population exist. We find that two-group, one that
tends toward cooperation and the other that tends toward ag-
gression, best describes the effect of subject behavior in re-
sponse to ATD and embodiment.

Keywords: Adaptive systems; Human robot interaction;
Neurotransmitters; Cognitive Robotics; Bayesian inference;
Graphical models; Individual Differences.

Introduction

Economic game theory has had a long, productive history of
predicting and describing human behavior in cooperative and
competitive situations (Maynard Smith, 1982 ; Nowak, Page,
& Sigmund, 2000 ; Skyrms, 2001). The theory of games has
also been used to illuminate the neural basis of economic and
social decision-making (Lee, 2008 ; Rilling & Sanfey, 2011).
However, these studies typically have people play against op-
ponents with set strategies and predictable behavior. More-
over, in most of these studies, subjects are making decisions
while sitting in front of an antiseptic computer screen. The
present study addresses these issues by having subjects play
a socioeconomic game, known as Hawk-Dove, against an au-
tonomous robot with the ability to adapt its behavior to the
game situation.

Neuromodulatory systems, such as dopamine and sero-
tonin, appear to be applicable to decision-making in social
situations. The serotonergic (5-HT) and dopaminergic (DA)
systems oppose each other with respect to predicting pun-
ishment (5-HT) versus predicting reward (DA) (Boureau &
Dayan, 2011).

We developed a computational model of neuromodulation
and action selection based on the assumptions, that dopamine
levels are related to the expected reward of an action, and
serotonin levels are related to the expected cost or risk of an
action (Asher, Zaldivar, & Krichmar, 2010 ; Zaldivar, Asher,
& Krichmar, 2010). The model of neuromodulation and ac-
tion selection demonstrated the ability to adapt to the game
situation and its opponent’s strategy. The model was embed-
ded in both simulated and embodied neural agents to inves-
tigate reciprocal social interactions in games of cooperation
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and conflict with people (Asher, Zaldivar, Barton, Brewer, &
Krichmar, submitted).

Subjects played a series of Hawk-Dove games against
robotic and simulated agents. The effects of serotonergic lev-
els on adaptive behavior in these games were tested by simu-
lating serotonergic lesions in the neural agent, which results
in a more aggressive agent, or lowering the CNS serotonin
levels of people through a dietary manipulation called acute
tryptophan depletion (ATD), which has been shown to de-
crease cooperation and lower harm-aversion (Crockett, Clark,
Tabibnia, Lieberman, & Robbins, 2008 ; Wood, Rilling, San-
fey, Bhagwagar, & Rogers, 2006).

A major finding of the study was that people changed their
overall strategies in response to changes in the neural agents
state. Subjects tended to deploy either Tit-For-Tat (T4T) or
Win-Stay, Lose-Shift (WSLS) strategies during game play.
In a T4T strategy, a subject copies the most recent move of
the opposing player. In a WSLS strategy, a subject selects the
same action that led to a positive payoff in the previous game
(Win-Stay), or a different action from the previous game if
that action led to zero or negative payoff (Lose-Shift). When
playing against a more aggressive neural agent, which had
a lesion to its serotonergic system, subjects switched from a
Win-Stay, Lose-Shift (WSLS) strategy to a Tit-For-Tat (T4T)
strategy. This change in strategy was independent of whether
the neural agent was a robot or a computer simulation, and
independent of subject tryptophan levels.

In the present study, we test whether embodiment and low-
ering serotonin has an effect on individual subject behavior
during Hawk-Dove game playing by using hierarchical latent
mixture models with Bayesian inference. This framework for
developing and evaluating structured cognition offers a prin-
cipled and comprehensive approach for modeling individual
differences and their use of cognitive strategies (Lee, 2008 ;
Lee, Zhang, Munro, & Steyvers, 2011). The hierarchical na-
ture of the models allows variation in the parameters control-
ling cognitive processes across individuals to be accommo-
dated. We find that two categories of subjects, one that tends
to be more aggressive and one that tends to be more coopera-
tive, best describes subject behavior in response to ATD and
embodiment.

Experiment

Subjects

Eight subjects (three female; mean age: 26.6 years; standard
deviation of age: 3.8 years) participated in this study.



Hawk-Dove Game

The Hawk-Dove game consisted of a human and a neural
agent choosing a single action in response to a territory of
interest (TOI). The Hawk-Dove game, which is similar to
Prisoner’s Dilemma, was chosen because it is amenable to a
physical instantiation with a robot. Moreover, it has an addi-
tional strategic element since choices are different depending
on who arrives at the TOI first. At the start of the game, the
TOI and the human subjects’ location were randomly placed
on a playing grid. The current location of the robot was used
as a starting position. The player who arrived at the neutral
TOI first had the opportunity to take one of two possible ac-
tions: Escalate (i.e. an aggressive, confrontational tactic) or
Display (i.e. a nonviolent, cooperative tactic). The player
who arrived second responded with one of the two aforemen-
tioned actions. After each game, a payoff was calculated. If
both players chose Escalate, they received a penalty that is
set before the game. If both players chose Display, they split
the value of the TOI resource. If one player chose Escalate
and the other chose Display, the player who chose Escalate
received the entire value of the resource.

We also developed a simulated variant of the Hawk-Dove
game, where subjects played against a robot icon on an in-
teractive screen. The same neural model used for the real
robot dictated the control of the robots icon and its decision-
making. This simulated setup allowed us to judge whether
physical embodiment had an effect on human behavior.

Acute Tryptophan Depletion (ATD)

ATD was used to temporarily alter the levels of serotonin
in the brain via a decrease in blood plasma tryptophan, the
amino acid precursor to serotonin. Because free blood plasma
tryptophan levels, and the corresponding serotonin levels in
the brain, vary with the amount of dietary tryptophan and the
rate of protein synthesis, these levels can be altered by a low
protein diet in combination with a specially prepared ‘protein
shake’. This protein shake contains an amino acid load (lack-
ing tryptophan), which has two effects. First, it stimulates
protein synthesis in the liver, which uses up blood plasma
tryptophan. Second, the amino acids that are given in the pro-
tein shake compete with tryptophan for transport across the
blood-brain barrier, which restricts entry of tryptophan into
the brain and leads to lower levels of serotonin in the brain
(e.g. Bell, Hood, & Nutt, 2005 ; Hood, Bell, & Nutt, 2005).

General Procedures

In a double-blind study, human subjects were randomly as-
signed on the first experimental day to receive either the con-
trol mixture (Tryp+) with tryptophan or the mixture without
tryptophan (Tryp-). The mixtures were administered as a spe-
cially prepared protein shake. The Tryp+ and Tryp- shakes
contained 16 and 15 amino acids respectively.

Each subject then returned to participate in the other con-
dition at least seven days later to ensure the return to baseline
blood plasma tryptophan levels between experimental days.
On the morning of each experimental day, a blood sample
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was drawn to determine baseline blood plasma tryptophan
levels. Following the blood draw, subjects ingested one of
the mixture drinks (either Tryp+ or Tryp-). A second blood
sample was drawn approximately 5 hours after ingestion of
the mixture to confirm reduction (Tryp- condition) or main-
tenance (Tryp+ condition) of blood plasma tryptophan levels.
Roughly 5.5 hours after consumption of the mixture, human
subjects then participated in a series of Hawk-Dove games
against a neural agent.

Experimental Conditions and Data

We were interested in two experimental conditions per sub-
ject. In the Simulation vs. Robot condition, subjects would
play games against a computer agent or against the robot; In
the Tryp+ vs. Tryp- condition, subjects would play games
against a neural agent with an intact simulated neuromodula-
tory system or a simulated lesion of its serotonergic system.

The Escalate or Display decisions for each game were col-
lected for both the subject and neural agent for all games in
each condition. The dependent variables of interest are the
percentage of games per condition a subject chose the Esca-
late tactic and the use of either the Tit-For-Tat (T4T) or Win-
Stay, Lose-Shift (WSLS) strategies. Human subjects played
20 games of Hawk-Dove per condition. For detailed experi-
mental conditions, see Asher et al. (submitted).

Data Analysis
Bayesian Hierarchical Model Approach

To investigate the influences of lowering serotonin levels and
of agent embodiment on individual decision-making, we used
hierarchical latent mixture models with Bayesian inference.
Hierarchical Bayesian inference has been demonstrated as a
flexible and interpretable way of extending simple models of
cognitive processes (e.g. Lee, 2008 ; Rouder, Lu, Speckman,
Sun, & Jiang, 2005 ; Wetzels, Vandekerckhove, Tuerlinckx,
& Wagenmakers, 2010). The hierarchical nature of the mod-
els allows variation in the parameters controlling cognitive
processes across individuals to be accommodated. The latent
mixture nature of the models allows the use of entirely differ-
ent cognitive strategies across individuals to be modeled.

Formally, we recast the cognitive models as probabilis-
tic graphical models and used Markov Chain Monte Carlo
(MCMC) methods for computational Bayesian inference.
This approach to Bayesian inference over richly-structured
cognitive models has been applied to data covering a diverse
set of cognitive skills. For example, Bayesian graphical mod-
els have been used to make inferences about the use of strate-
gies, such as WSLS or T4T, from sequences of choice data in
bandit problems and other sequential decision-making tasks
(e.g. Lee et al., 2011 ; Newell & Lee, 2011).

Using hierarchical latent mixture models, we addressed the
question of how ATD and embodiment can affect subjects’
decisions to compete (i.e., escalate) or cooperate (i.e., dis-
play). We modeled the probability of escalating through a
logistic model. Specifically, the logit of the probability of es-
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Figure 1: Generic process of escalation or strategy usage un-
der the effect of ATD or embodiment. ¢: baseline tendency
of escalation or strategy usage; y*, y? and y*: additive ef-
fects of escalation or strategy usage associated with the ex-
perimental conditions; #: indicator of experimental condition;
0: probability of escalation or strategy usage; d: observed es-
calation decision or strategy usage; Z: latent group indicator;
u®,6% 1" 1 ,6°: hyper-parameters of prior distributions. Ex-
perimental conditions are either Tryp- vs. Tryp+, or Robot
vs. Sim.

calating for each subject in each condition is assumed to fol-
low a Gaussian distribution defined by its mean and variance
(hyperparameters in the hierarchical model), with the mean
modeled as the sum of the baseline level of escalating for the
subject, and an additive effect associated with ATD. To give
a full account of the data, the hierarchical model is designed
to address individual differences at two levels, the baseline
level, which depends on the subjects, and the additive level,
which depends on the interaction between subjects and exper-
imental conditions. Our justification is that it is possible that
the effect of ATD or embodiment can vary across different
individuals, resulting in either an increase or decrease in the
likelihood of escalating a fight.

The Graphical Model

We use graphical models to describe the relationship between
subject decision-making (escalation, T4T and WSLS) and
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predictors of interest (ATD and embodiment). In total we
built six graphical models for every decision-making and pre-
dictor pair. In this section, we show a concrete example of
how we model the relationship between escalation and ATD;
all other models were built along a similar line.

As shown in Figure 1, nodes represent variables of inter-
est, and the graph structure is used to indicate dependencies
between the variables. Arrows run into nodes from their di-
rect influences (parents). Formally, the model represents the
assumption that, given its parent nodes, each node is indepen-
dent of all other nodes in the graph except its descendants.

Each subject is assumed to produce data through the same
generative model with different parameters. The plate with i
subjects corresponds to independent replications for all sub-
jects. Each subject is assumed to have their own baseline
of escalation, ¢;, independently drawn from a Gaussian dis-
tribution with mean u® and variance 6® (termed as hyper-
parameters). Each subject i is also associated with a latent
group identity, Z;, with Z; = 1 indicating that the subject
comes from a ‘down group’ that shows less escalation deci-
sions with ATD, and Z; = 2 indicating that the subject comes
from an ‘up group’ that shows more escalation decisions with
ATD.

The plate with j conditions corresponds to independent
replications for all experimental conditions. ¢; is an observed
variable, with ¢; = 1 indicating the control condition (Tryp+),
and t; = 2 indicating the treatment condition where the sub-
jects received ATD (Tryp-).

In the control condition, random fluctuations around the
baseline are drawn from a Gaussian distribution with mean of
0 and a variance o¢. In the ATD condition, the increment
in escalation depends on which group the subject is from.
For example, if subject i is from the ‘up group’, the incre-
ment of escalation, denoted by y;; in the graphical model,
will be drawn from a Gaussian with a positive mean u* and
variance ¢¢ and added to the baseline ¢;. If subject i is from
the ‘down group’, however, the increment \|J§1/ will be drawn
from a Gaussian with a different positive mean y¢ and vari-
ance 6¢ and deducted from the baseline!.

The probability of escalation for subject i on the kth game
of day j, denoted by ; ¢, is determined through the logistic
function by the overall level of escalation. The observed esca-
lation decision of each subject on each game, d;, is a binary
variable which is assumed to be independent and identically
generated by 0;;; through a Bernoulli distribution. Overall,
one would determine the likelihood of the observed data for
all subjects for each combination of the hyperparameters, and
each choice of individual parameters.

We use the conventions of representing continuous vari-
ables with circular nodes and discrete variables with square
nodes, and unobserved variables without shading and ob-
served variables with shading, and stochastic variables with

Even though in theory, \yf‘j and wfij could flip in sign following

the way this model is specified, this almost never happened in the
sampling process when the MC chains have converged.



single borders and deterministic variables with double bor-
ders. In addition, the plate encloses subsets of the graph that
have independent replications in the model. For example,
the probability of escalation for each subject in each game
is a continuous variable that is not directly observable, but is
determined by the overall level of escalation, therefore it is
represented by a circular, unshaded, double-bordered node.
On the other hand, the binary escalation decision is gener-
ated with probability and directly observable, therefore it is
represented by a square, shaded node with a single border.

We built another model that captures the relationship be-
tween escalation and the effect of embodiment (Robot vs.
Simulation). There are only two differences from the graph-
ical model shown in Figure 1. First, ¢; represents embod-
iment with #; indicating robot and #, indicating simulation;
secondly, Z; = 1 indicates the latent group that shows more
escalation when playing against simulation, and Z; = 2 in-
dicate the group that shows more escalation when playing
against robot.

In addition to escalation decisions, we are also interested
in whether general strategies that subjects employed for the
Hawk-Dove game were related to ATD and embodiment.
Similar to the generative model shown in Figure 1, the ob-
served T4T-type (WSLS-type) decisions are Bernoulli vari-
ables generated by probabilities of T4T (WSLS) usage, which
are determined by an overall level of TAT (WSLS) usage that
is the sum of a baseline level of usage and additive effect from
ATD or embodiment.

Results

Inferring Strategies

All the graphical models were implemented using WinBUGS
which uses MCMC methods. We evaluated all six graphical
models by drawing 1000 posterior samples after a ‘burn-in’
period (early steps of MCMC where samples are not recorded
so that the Markov chain is allowed time to converge) of 100
samples.

The results showed that both serotonin levels and the em-
bodiment of a robot were influential factors in individual sub-
ject decision-making (See Figure 2). For example, panel
(a) provides evidence that there are at least two sub-groups
within a subject population with respect to how escalation
may be altered by ATD. Subject 2, 6 and 8 fall in the ‘down’
group, and subject 1, 3, 4, 5 and 7 fall in the ‘up’ group. Panel
(b) shows two sub-groups within a subject population with re-
spect to how escalation may be altered by embodiment. Sub-
ject 3, 5 and 6 fall in the ‘down’ group (less escalation when
playing with a robot), while all other subjects fall in the ‘up’
group (more escalation when playing with a robot). Individ-
ual differences in strategy usage were also affected by ATD
and embodiment, as shown in Figure 2c through f. For ex-
ample, Figure 2c shows individual differences in the effect of
ATD on the proportion of T4T-type decisions. The red (dark)
dots are subjects who had more T4T-type decisions when
tryptophan depleted and the green (light) dots are subjects
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Figure 2: (a): Estimated group identities based on ATD’s
effect on escalation. Horizontal axis shows subject indices.
Vertical axis shows the posterior mean of the latent variable
Z, with Z = 1 indicating ‘down’ group and Z = 2 indicat-
ing ‘up’ group based on the effect of tryptophan depletion.
Red (dark) dots are subjects who were more likely to esca-
late when tryptophan depleted and green (light) dots are sub-
jects who were less likely to escalate when tryptophan de-
pleted. Error bars show the 95% Bayesian CI of the poste-
rior mean. Gray dots imply ambiguous group identities. (b):
Estimated group identities based on embodiment’s effect on
escalation. Red dots are subjects who were more likely to
escalate when playing against a robot. (c): Estimated group
identities based on ATD’s effect on T4T usage. Red dots indi-
cate more T4T-type decisions when tryptophan depleted. (d):
Estimated group identities based on embodiment’s effect on
TA4T usage. Red dots indicate more T4T-type decisions when
playing against a robot. (e)-(f): Estimated group identities on
of the effect of ATD and embodiment on WSLS usage.

who had less T4T-type decisions when tryptophan depleted.
In Figure 2d, red (dark) dots represent subjects who had more
T4T-type decisions when playing against robot. Similarly,
Figure 2e and 2f represent individual differences in how ATD
and embodiment affect their usage of WSLS. All conditions
show a tendency that subjects can be categorized into sub-
groups with regard to how ATD or embodiment may affect
strategy usage.

In general, subgroups are more clear when the effect of
tryptophan depletion rather than the embodiment type is con-
sidered. Potential connections of subgroup identities across
conditions for each subject is an interesting point raised here
and will be addressed in future research.



Predictions of Behavioral Patterns

To check the models’ ability to describe the data accurately,
we examined the posterior predictions of escalation decision
and strategy usage for all subjects in all conditions. The pos-
terior predictive is the prediction about observed data for each
possible combination of parameter values under the model,
where each combination is weighted according to its posterior
probability. Our goal is not game-by-game prediction, rather,
it is the prediction of overall rate of escalation decision and
strategy usage in a specified condition, as captured in Figure
3. The x-axis shows experimental conditions, and the y-axis
shows the proportion of escalation decisions or strategy us-
age. Each gray line is a subject. The colored (dark) lines
are posterior predictives (summarized in the same way as the
data) for each model, with filled vs. open circles representing
whether subjects were inferred in the ‘up’ or ‘down’ groups
corresponding to the condition (ATD or embodiment). It is
clear that our models were able to capture individual differ-
ences and fit the data well, especially for the effect of ATD
and embodiment on escalation and T4T usage. Predictions of
proportions of WSLS-type decisions had larger fluctuations,
but the general pattern of change in WSLS usage associated
with ATD and embodiment were captured.

Conclusions

In contrast to the results observed in our population analysis
of subject behavior during Hawk-Dove game play (Asher et
al., submitted), we found strong influences of lowering sero-
tonin levels and of agent embodiment on individual decision-
making by using hierarchical latent mixture models with
Bayesian inference. The results from Figure 2 and Figure 3
show that individual differences likely exist within a subject
population. Specifically, it appears that there are two groups
of subjects within a given population. Our hypothesis is that
within Game-theory-ATD and HRI studies, there exist two
opposing subgroups within any given population of typical
human subjects. These subgroups may exist due to inherent
genetic variation. It is interesting to note that the results from
Game-theory-ATD and HRI studies are mild when consider-
ing a single subject group. However, if one considers that
there exist two groups with opposing affects, the results for
these kinds of studies may be significantly more robust.
ATD had a strong effect on subject behavior and this be-
havior could be categorized in two groups: subjects who
were more aggressive when tryptophan depleted and subjects
who were less aggressive when tryptophan depleted. Aggres-
sive, uncooperative behavior has been reported in behavioral
studies in which serotonin levels were lowered through ATD
(Schweighofer et al., 2008 ; Tanaka et al., 2007). How-
ever, individual variation both due to experience and ge-
netic background can affect behavior. For example, there
is widespread variation in the serotonin transporter gene 5-
HTTLPR (Homberg & Lesch, 2011). Subjects carrying the
short allele variant of the S-HTTLPR outperform subjects
with the long allele in an array of cognitive tasks and show
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Figure 3: Predicted escalation rate by the model for all sub-
jects with a comparison to the real data. Tryptophan depleted
and non-depleted condtions labeled as ‘Tryp-’ and ‘Tryp+’.
The broken lines are predictions from the models, with filled
vs. open circles representing subjects who show more esca-
lation when tryptophan depleted vs. subjects who show less
escalation when tryptophan depleted. The solid lines are the
data. Labels of ‘Robot’ and ‘Sim’ indicate whether the game
was played against the robot or the simulation.

increased social conformity under normal conditions. How-
ever, subjects carrying the long allele variant perform better
under stressful conditions. The prevalence of these and other
genetic polymorphisms in the human population suggests that
there is an evolutionary advantage for this variability, such as
optimizing competition or cooperation in different situations.

Embodiment had a strong effect on subject behavior and,
similar to the ATD effect, this behavior could be categorized
in two groups: subjects who were more aggressive when
playing against a robot and subjects who were less aggres-
sive when playing against a robot. Playing an opponent who
is interactive and personified has previously been observed to
evoke strong responses in subjects. For example, in the Ul-
timatum Game, subjects rejected more offers made by a hu-
man partner than those offers made by a computer, suggesting
that participants had a stronger emotional reaction to unfair
offers from humans than from a computer (Sanfey, Rilling,
Aronson, Nystrom, & Cohen, 2003). Indeed, such embod-
ied models have been shown to elicit strong reactions in hu-
mans (Breazeal & Scassellati, 2002 ; Kidd & Breazeal, 2004)



and to exhibit more natural and complex behavior than pure
simulations (Krichmar & Edelman, 2002, 2005). However,
it appears that individuals responded differently and idiosyn-
cratically to the presence of a robot in the present study.

Our results highlight the following ideas: first, the hier-
archical latent mixture model’s ability to capture individual
differences; secondly, serotonin levels have differing effects
on subject decision-making, and lastly embodiment plays a
role in how likely subjects are willing to cooperate with an
agent. Our results suggest that there are at least two oppos-
ing subgroups with respect to Game-theory-ATD and HRI
studies. We suggest the possibility that these subgroups may
have emerged as a result of genetic variation. A next step
towards investigating this hypothesis involves genetic test-
ing of polymorphisms responsible for subject variance and
their decision-making in competitive and cooperative games
of Game theory along with human robot interactions.
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Abstract

Recall in many types of verbal memory task is reliably
disrupted by the presence of auditory distracters, with verbal
distracters frequently proving the most disruptive (Beaman,
2005). A multinomial processing tree model (Schweickert,
1993) is applied to the effects on free recall of background
speech from a known or an unknown language. The model
reproduces the free recall curve and the impact on memory of
verbal distracters for which a lexical entry exists (i.e., verbal
items from a known language). The effects of semantic
relatedness of distracters within a language is found to depend
upon a redintegrative factor thought to reflect the contribution
of the speech-production system. The differential impacts of
known and unknown languages cannot be accounted for in
this way, but the same effects of distraction are observed
amongst bilinguals, regardless of distracter-language.

Keywords: Auditory distraction; bilingualism; memory;
MPT models.

Introduction

Auditory distraction is a simple and inevitable fact of
everyday experience, stemming from the role of audition as
the “sentinel of the sense” (Handel, 1989; Jones, Hughes &
Macken, 2010). A considerable body of experimental data
has been amassed, particularly with regard to immediate
serial memory (e.g., Jones et al, 2010), indicating that — as a
predictor of disruption experienced to the primary task — the
lexical content of wverbal auditory distracters is less
important than the acoustic properties of the signal. For
example, to reliably disturb immediate serial recall it is
necessary for an auditory stream to consist of multiple,
varying items — a single repeated item is much less
disruptive (Jones & Macken, 1993). Nevertheless, given the
verbal nature of most primary tasks shown to be vulnerable
to interference from auditory distracters, it would be
surprising if no effect of the lexical properties of the
distracters was ever observed.

One task which reliably shows more disruption from
meaningful verbal distracters that are semantically related to
the material being studied than from semantically unrelated
material is categorical free recall. In this task, participants
are asked to recall, in any order that occurs to them, a series
of items all drawn from the same semantic category (e.g., a
fruit, a vegetable, or a four-footed animal) which are
presented to them visually, one item at a time. Recall in this
task is disrupted by the presence of auditory-verbal
distracters but is disrupted more when these distracters are
drawn from the same category as the to-be-recalled material.
Participants are always asked to ignore anything they may
hear, and are never tested on the content of the auditory
stream. Results obtained within this task show the extent,

and nature, of the processing to which the auditory
distracters are subjected. Similarities and differences
between results obtained with category free-recall and with
identical distracters applied during immediate serial recall
also indicate the generality, and specificity, respectively, of
both the auditory distraction effect and memory models
which aim to account for this effect.

The Schweickert (1993) model.
The model tested in this study is Schweickert’s (1993)

multinomial model of immediate recall. This model has

previously been applied to short-term memory for serial
order, in which items must be recalled in the order in which
they appeared and are scored as incorrect if an item appears
in the wrong position in the serial recall protocol. This
model was able to successfully account for the interaction in
serial recall data between the frequency of words within the
English language (the word frequency effect) and the point
at which they were presented in a to-be-recalled list (Hulme,
Roodenrys, Schweickert, Brown, Martin & Stuart, 1997).
The same model
frequency effect, that is an effect on immediate serial recall
of whether an auditory distracter — presented concurrently
with the visual presentation of the to-be-recalled list — was
of high or low frequency, with low frequency words causing
the most distraction (Buchner & Erdfelder, 2005). As such,
the model is a useful one for examining the effects of lexical
properties of the auditory distracters, and how these might
interact with lexical processing of the to-be-recalled items.

The multinomial model is conceptually straightforward,
the structure of the model is given in Figure 1. An item is
either directly recalled in an intact form, with probability i,
or else the representation of the item exists only in a
degraded form and it must be redintegrated,
reconstructed, which is only possible with probability r.

Correct Recall

Correct Recall

Incorrect Recall

(1-n

Figure 1. Diagrammatic representation of Schweickert’s
(1993) multinomial processing tree model.
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also accounted for a distracter-word



The form of the model thus allows for two means by
which items can be correctly recalled — they may already
exist in an “intact” form and be readily available, or they
may require reconstruction. If both of these processes fail,
the item cannot be recalled. The model has thus far been
applied only to immediate serial recall — that is recall
commonly considered to be from “short-term memory” but
the existence of two distinct processes, each underlying
recall in a different way, calls to mind earlier models
previously applied to free recall (e.g., Atkinson & Shiffrin,
1968) which also assumed dual components to recall, so it is
of interest to examine whether Schweickert’s model for
serial recall can also be applied to free recall, and in
particular the free recall of items from within a single
category, which will require the model to generate the well-
known serial position function typical of free recall, with
primacy and extensive recency (Murdock, 1962), rather than
the serial recall curves, with extensive primacy and limited
recency, generated by Buchner and Erdfelder (2005) and
Hulme et al. (1997).

Lexicality and recall.

As with all multinomial models, the goodness-of-fit
between the model and the data is assessed by finding the
values for the free parameters (i and r, in this instance)
which produce expected data closest to those observed in
behavioral testing. A goodness-of-fit test then determines
whether the expected values differ significantly from the
observed data (Bachelder & Reifer, 1999). In Hulme et al’s
(1997) study, i was held constant across simulations of
different experimental conditions but allowed to vary
across serial position to produce the serial position curve
indicative of serial recall. That is, for a 7-item to-be-recalled
list, different parameter values would exist for iy, iy, ...i7, but
these would be identical regardless of experimental
condition. r was held constant within an experimental
condition but allowed to vary across conditions. Hulme et
al. (1997) argued that variation of r across experimental
condition reflected the effect of word frequency upon the
redintegration process, with representations of higher-
frequency words supporting the redintegration more
effectively than representations of low-frequency words (so
I high-frequency™ T low-frequency)- |1t Was assumed that verbal short-
term memory is essentially a by-product of processes
involved in speech perception and speech production
(Hulme, Maughan & Brown, 1991), with redintegration an
integral part of speech production, representing the “clean-
up” of noisy representations (e.g., within an underlying
connectionist network). Similarly, Buchner and Erdfelder
(2005) concluded that the word-frequency of the distracters
must impact upon the probability of retrieving an intact
representation (i) because a model varying r, but with
equivalent values of i across experimental conditions
differed significantly from the data, whereas the expected
data from a model with equivalent r but varying i across the
experimental conditions, such that i nigh-frequency distracter > 1 tow-
frequency asitractor Were Statistically indistinguishable from the
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observed data. Buchner and Erdfelder (2005) conclude in
favor of an account in which, “low-frequency distracter
words require more processing resources that could
otherwise have been used for keeping the memory
representations of the target words active and intact” (p. 89).

The study by Buchner and Erdfelder (2005) is curious in
that there is no necessary a priori reason why low-frequency
distracters should attract more attention, or require more
processing resources, than high frequency distracters - as
these authors are careful to note. Previous studies, however,
all used immediate serial recall rather than — as studied here
— categorical free recall which draws upon semantic
memory and appears to be more sensitive to the lexical
properties of the auditory distracters than serial recall
(Marsh, Hughes & Jones, 2008). In particular, auditory
distraction may also occur within a semantic-memory
fluency task in which speech production processes
presumably play a large part (Jones, Marsh & Hughes,
2012). On this basis, and using the logic employed by
Hulme et al. (1997), if it is possible to apply the
Schweickert (1993) model to categorical free recall then the
lexical effects of the auditory distracters should be most
evident on the r parameter, reflecting interference with
speech production systems, rather than the i parameter
which might be interpreted — as, for example, by Buchner
and Erdfelder (2005) — as a more general effect, possibly
the result of an attentional mechanism drawing off
processing resources.

Modeling Recall and Disruption Within and
Across Languages

To test these possibilities and simultaneously test the
generality of the Schweickert (1993) model, the model was
applied to a set of data obtained from English
monolinguals and Welsh-English bilinguals. Bilinguals
were used to test the possibility that distraction effects
associated with the meaning of speech cannot be inhibited,
and by extension the idea that the meaning of speech
cannot be ignored. The free recall task was presented in
one language (English) with speech distracters in either
English or Welsh. The distracting speech (in either
English or Welsh) consisted of words related to the same
subject, or to a different subject. The typical finding is that
both unrelated and semantically related speech (distracter
words from the same category as the to-be-recalled items)
give a distraction effect, but that there is a greater
distraction effect for related speech (Neely & LeCompte,
1999). The effect, even for unrelated speech, is lexical
rather than acoustic, because non-words and sinewave
speech tokens do not disrupt recall (Marsh et al., 2008).
Where does the disruption originate? If the effect of
related speech is conceptual in nature, originating from the
organization of the speech planning and production
system, then one might expect bilinguals to show
equivalent disruptive effects of the meaning of the words
regardless of their language of origin (English or Welsh).
Conceptual effects of the irrelevant speech arising from



the disruption of speech organization in this way should be
reflected in reductions of the r parameter of the model.
Alternatively, if the effect is a non-specific
lexical/attentional effect akin to that reported by Buchner
and Erdfelder (2005) then the bilinguals might be expected
to perform more like monolinguals when the irrelevant
speech accesses a lexicon (Welsh) other than the one they
are employing for the focal task (English). Any residual
difference between the two groups, or between the
disruption caused by related and unrelated speech should
be accountable in terms of the i parameter, with
lexical/attentional effects reducing the wvalues of this
parameter for those conditions that show the most
disruption.

For the experiment, twenty-eight English monolinguals
and twenty-eight Welsh-English bilinguals each viewed 28
trials of 12 target words, in English, visually-presented for
free recall. Stimuli were chosen from semantic categories of
the Van Overschelde, Rawson, and Dunlosky (2004)
category norms. Items from positions 13-24 in the category-
norm lists were used to form target lists and items from
positions 1-12 were used as distracters. On half the trials,
the auditory distracters were taken from the same category
as the targets (e.g., both sets of stimuli were types of
animals, and no “shape” exemplars were presented). On the
remaining trials, the distracter items were taken from one
category of the pair (e.g., fruit) and targets from the other
category (e.g., carpenter’s tools). Additionally, half of the
distracters were presented in English, and half in Welsh,
yielding four separate conditions each experienced by both
English monolinguals and Welsh-English bilinguals:
English unrelated distracters (EU), English related
distracters (ER), Welsh unrelated distracters (WU) and
Welsh related distracters (WR). Space precludes a full
analysis of the behavioral results, but a bar chart of the
overall impact of distracters on both groups is given in
Figure 2.
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Figure 2. Total frequency of correct recalls across all
conditions, summed across serial positions.

Unrelated distracters across languages.

As with Hulme et al. (1997) and Buchner and Erdfelder
(2005) i was allowed to vary across serial position, thereby

implementing the serial position function, but there was a
single value for r regardless of serial position. multiTree
software (Moshagen, 2010) was used to implement the
models. In what follows, only models which fit the data are
presented graphically.

Examining first the unrelated speech condition for
bilingual participants, that is distracters — presented in either
English or Welsh — semantically unrelated to the English
language targets, the results could be modeled by assuming
that neither i nor r varied across conditions with no
significant difference between observed and expected
results, G = 15.67, df = 11, p = .15. This confirms the
viability of the Schweickert model for categorical free recall
and shows that — for Welsh-English bilingual participants —
semantically unrelated distracters have an equivalent effect
upon free recall of English words regardless of the language
of the distracter.
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Figure 3. Frequency of correct recalls across serial
position by Welsh-English bilinguals for unrelated
distracters in English and Welsh. Expected values according
to the MPT model are given by the solid line.

For the English monolinguals, a similarly constrained
model differs significantly from the data, G* = 33.95, df =
11, p < .001. Thus, for English monolinguals, there is a
difference between unrelated English and unrelated Welsh
words as distracters. Relaxing the constraints upon the
model by allowing r to vary across conditions does not
improve the fit of the model, G* = 30.6, df = 10, p < .001.
Thus, whatever effect the presence of unrelated verbal
distracters in a known language (which have a lexical status)
has over the effect of distracters in an unknown language
(for which no lexical entry exists), cannot be accounted for
within the Schweickert model by a redintegration process.
Unfortunately, it is not possible to test the effects of
similarly freeing the constraints upon the i parameter, as
investigated by Buchner and Erdfelder (2005), because
varying i across conditions as well as serial positions
imposes too few constraints on the model (Bachelder &
Reifer, 1999).



Related distracters across languages.

Applying the model to bilingual English and Welsh
speakers exposed to irrelevant distracter speech in either
English or Welsh that was semantically related to the
English language to-be-remembered stimuli, a model in
which i varied across serial position but i and r were
identical regardless of the language of the distracter
provided a good fit to the data, G* = 8.67, df = 11, p = .65.
Thus, the distraction effects for bilinguals can be modeled
using the same parameter values regardless of the language
in which the distracters were presented.
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Figure 4. Plot of frequency of correct recalls by Welsh-
English bilinguals for semantically related distracters in
English and Welsh. Expected values according to the MPT
model are given by the solid line.

Unsurprisingly, a similar attempt to model the impact of
semantically-related auditory distracters in both English and
Welsh on monolingual English speakers was unsuccessful,
with the best-fitting model differing substantially from the
data, G® = 60.27, df = 11, p < .001. Allowing r to vary
between Welsh and English distracter conditions was also
insufficient to substantially improve the fit of the model, G2
=26.62, df = 10, p =.003. Thus, in terms of the Schweickert
(1993) model, the extra impact, upon a visual-verbal free
recall task, of an auditory distracter being in a known
language must be upon factors other than redintegration.
This is true regardless of whether the auditory distracter is
unrelated, or semantically related, to the to-be-remembered
targets.

Comparing unrelated and related distracters
within languages.

In addition to looking at the effects of bilingualism upon
auditory distraction when the distracters are presented in
different languages, it is also of interest to compare the
effects of distracters within a single language. Using the
model to investigate the effects of shifting the language of
distracters has revealed that the language of the distracter is
irrelevant provided it is a known language (Figures 2-4) and
that the difference between known and unknown language
distracters cannot be captured by a single redintegrative
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factor. This is consistent with reports by Buchner and
Erdfelder (2005) that the frequency of occurrence of words
presented as distracters impacted upon the i parameter and
not the r parameter, which they interpret as an attentional
effect. However, there are a priori reasons to suppose that
the difference between semantically-related and unrelated
distracters could be captured by just such a single,
redintegrative factor.

Hulme et al. (1991, 1997) argued that — in immediate
serial recall — the effects of word frequency, captured by the
r parameter in the Schweickert model, reflect the operation
of a speech production system yoked into supporting recall.
In an investigation of the effects of distraction upon a verbal
fluency task of the kind frequently used to explore the
speech production system, Jones et al. (2012) found an
effect of semantically-related speech. Thus, it s