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CONSTRAINT, CONSTRUAL, AND COGNITIVE SCIENCE
Robert P. Abelson
Yale University

Cognitive science has barely emerged as a
discipline -- or an interdiscipline, or whatever it
is -- and already it is having an identity crisis.

Within us and among us we have many competing
identities. Two particular prototypic identities
cause a very serious clash, and I would like to
explicate this conflict and then explore some areas
in which a fusion of identities seems possible.
Consider the two-word name "cognitive science".

It represents a hybridization of two different
impulses. On the one hand, we want to study human
and artificial cognition, the structure of mental
representatives, the nature of mind. On the other
hand, we want to be scientific, be principled,

be exact. These two impulses are not necessarily
incompatible, but given free rein they can develop
what seems to be a diametric opposition.

The study of the knowledge in a mental system
tends toward both naturalism and phenomenology.
The mind needs to represent what is out there
in the real world, and it needs to manipulate it
for particular purposes. But the world is messy,
and purposes are manifold. Models of mind,
therefore, can become garrulous and intractable
as they become more and more realistic. If one's
emphasis is on science more than on cognition,
however, the canons of hard science dictate a strategy
of the isolation of idealized subsystems which can
be modeled with elegant productive formalisms.
Clarity and precision are highly prized, even at
the expense of common sense realism. To caricature
this tendency with a phrase from John Tukey (1969),
the motto of the narrow hard scientist is, "Be
exactly wrong, rather than approximately right".

The one tendency points inside the mind, to see
what might be there. The other points outside the
mind, to some formal system which can be logically
manipulated (Kintsch et al., 1981). Neither camp
grants the other a legitimate claim on cognitive
science. One side says, "What you're doing may seem
to be science, but it's got nothing to do with
cognition." The other side says, "What you're
doing may seem to be about cognition, but it's
got nothing to do with science."

Superficially, it may seem that the trouble
arises primarily because of the two-headed name
cognitive science. I well remember the discussions
of possible names, even though I never liked
"cognitive science", the alternatives were worse;
abominations like "epistology" or "representonomy".

But in any case, the conflict goes far deeper
than the name itself. Indeed, the stylistic division
is the same polarization than arises in all fields
of science, as well as in art, in politics, in
religion, in child rearing -- and in all spheres
of human endeavor. Psychologist Silvan Tomkins
(1965) characterizes this overriding conflict as
that between characterologically left-wing and
right-wing world views. The left-wing personality
finds the sources of value and truth to lie within
individuals, whose reactions to the world define
what is important. The right-wing personality
asserts that all human behavior is to be under-
stood and judged according to rules or norms which
exist independent of human reaction. A similar

distinction has been made by an unnamed but easily
guessable colleague of mine, who claims that the
major clashes in human affairs are between the "neats"
and the "scruffies". The primary concern of the

neat is that things should be orderly and predictable
while the scruffy seeks the rough-and-tumble of

1ife as it comes.

I am exaggerating slightly, but only slightly,
in saying that the major disagreements within
cognitive science are instantiations of a ubiquitous
division between neat right-wing analysis and scruffy
left-wing ideation. In truth there are some signs
of an attempt to fuse or to compromise these two
tendencies. Indeed, one could view the success of
cognitive science as primarily dependent not upon
the cooperation of linguistics,Al, psychology, etc.,
but rather, upon the union of clashing world views
about the fundamental nature of mentation. Hopefully,
we can be open minded and realistic about the
important contents of thought at the same time we
are principled, even elegant, in our characteriza-
tions of the forms of thought.

The fusion task is not easy. It is hard to
neaten up a scruffy or scruffy up a neat. It is
difficult to formalize aspects of human thought
which are variable, disorderly, and seemingly
irrational, or to build tightly principled models
of realistic language processing in messy natural
domains. MWritings about cognitive science are
beginning to show a recognition of the need for
world-view unification, but the signs of strain are
clear. Consider the following passage from a
recent article by Frank Keil (1981) in Pscyhological
Review, giving background for a discussion of his
formalistic analysis of the concept of constraint:

"Constraints will be defined...as formal
restrictions that 1limit the class of logically
possible knowledge structures that can normally
be used in a given cognitive domain." (p. 198).

Now, what is the word "normally" doing in a
statement about logical possibility? Does it mean
that something which is logically impossible can be
used if conditions are not normal? This seems to
require a cognitive hyperspace where the impossible
is possible.

It is not my intention to disparage an author
on the basis of a single statement infelicitously
put. I think he was genuinely trying to come to
grips with the reality that there is some boundary
somewhere to the penetration of his formal constraint
analysis into the viscissitudes of human affairs.
But I use the example as symptomatic of one kind of
approach to the cognitive science fusion problem:
you start from a neat, right-wing point of view, but
acknowledge some Timited role for scruffy, left-wing
orientations. The other type of approach is the
obvious mirror: you start from the disorderly left-
wing side and struggle to be neater about what you
are doing. I prefer the latter approach to the
former. I will tell you why, and then lay out the
beginnings of such an approach.

The strategy of trying to move leftward from
the right suffers from a seemingly permanent 1imita-
tion on the kinds of content and process you are



willing to consider. If what really matters to you
is the formal tractability of the domain of investi-

gation, then your steps are likely to be small and timid.

Recent history in several social and behavioral
science areas makes this quite clear.

In cognitive anthropology, there was a great deal
of fascination 25 years ago with the orderliness
of systems for kinship terminology. Kin terms in
different societies were found to be precisely de-
scribable by concatenations of the values on a handful
of well-specified components such as sex and genera-
tion. Formal mini-models captured these regularities
elegantly. Originally it was thought that this
kind of componential semantics held great promise for
the analysis of culture and language in general, but
gradually it was realized that outside of kinship
terms and pronoun systems, precious little else in
the language of any society was ordered so neatly.
Faith in tight componential analysis has largely been
abandoned.

Rational decision theory has until recently had
a tight hold on the views of economists and some
psychologists of the way people made decisions.
The typical rational decision model specifies a set
of uncertain outcomes, with each of which is asso-
ciated a probability and a utility. Choices among
ensembles ot outcomes are then said to be predictable
on the basis of a strict composition rule on the
probabilities and utilities. The only trouble is,
the behavior of human subjects overwhelmingly
disobeys the predictions of the models, no matter
how hard the axioms try. There have been numerous
attempts to rescue the general framework, including
the clever strategy of training subjects to obey
the rational model following initial demonstrations
of deviation from it. I would recommend this device
also to people promoting competence models of syntax
in the face of incompetent performers, except that
I cannot as a psychologist bring myself to believe
that it tells us anything about human psychology.
In any case, there are some many violations of rational
decision theory that it is a clear failure as a
descriptive or explanatory psychological model.
Only an approach that deals directly with observed
decision phenomena (for example, the work of Tversky
and Kahneman (1980)) has a chance of success. (For
fuller reviews of this field, see Einhorn and Hogarth
(1981), March (1978), and Abelson & Levi (Note 1)).

Other examples of excessive faith in the unaided
power of formalisms to subdue the beast of psycho-
logical explanation could be adduced from within
experimental psychology itself. A good case from
some years back is provided by stochastic learning
models (Bush & Mosteller, 1955), which were extremely
rich as mathematical objects,but turned out to have
applicability to a very small range of problems,
indeed. Models Tlike this were part of the "bottom
up" tradition of doing science within experimental
psychology, the belief that by starting with very
tightly controlled, limited, and isolated laboratory
phenomena, one could gradually explicate the operation
of the whole organism. This tradition is of course
still strongly honored by many experimental pscyholo-
gists, but I think that those psychologists interested
in cognitive science have largely departed from that
tradition, at least in its most extreme form. In
the service of studying more important and more general
phenomena than those falling within the formal

boundaries of mini-models, cognitive science
psychologists have been willing to use messier stimulus
materials and at Teast contemplate non-laboratory
methodologies. The way is not easy, and there is

much anguishing. That, I claim, is the price of

trying to move leftward from a right-wing starting
point.

Linguists, by and large, are farther away from a
cognitive science fusion than are cognitive psycholo-
gists. The belief that formal semantic analysis will
prove central to the study of human cognition suffers
from the touching self-delusion that what is elegant
must perforce be true and general. Intense study
of quantification and truth conditions because they
provide a convenient intersection of logic and
language will not prove any more generally informative
about the huge range of potential uses of language
than the anthropological analysis of kinship terms
told us about culture and language. On top of
that, there is the highly restrictive tradition of
defining the user of language as a redundant if not
defective transducer of the information to be found
in the Tinguistic corpus itself. There is no room
in this tradition for the human as inventor and changer
and social transmitter of linguistic forms, and of
contents to which those forms refer. To try to under-
stand cognition by a formal analysis of language
seems to me like trying to understand baseball by
an analysis of the physics of what happens when an
idealized bat strikes an idealized baseball. One
might learn a lot about possible trajectories of
the ball, but there is no way in the world one could
ever understand what is meant by a double play or a
run or an inning, much less the concept of winning
the World Series. These are human rule systems
invented on top of the physical possibilities of
the batted ball, just as there are human rule systems
invented on top of the structural possibilities
of linguistic forms. One can never infer the rule
systems from a study of the forms alone.

Well, not I have stated a strong preference
against trying to move leftward from the right.
What about the other? What are the difficulties
in starting from the scruffy side and moving toward
the neat? The obvious advantage is that one has
the option of letting the problem area itself, rather
than the available methodology, guide us about what
is important. The obstacle, of course, is that we
may not know how to attack the important problems.
More 1ikely, we may think we know how to proceed,
but other people may find our methods sloppy. We
may have to face accusations of being ad hoc, and
scientifically unprincipled, and other awful things.

Sometimes we worry about such matters ourselves.
There is a neat person struggling to get into every
scruffy person (just as there is a scruffy person
struggling to get out of every neat person). What
is required is that we act on our worries, that we
try to take the criticisms seriously and see what
can be done about them. The messy intuitions and
theories, albeit they concern very general and
important problems (God bless 'em), need to be
articulatued and developed in a more orderly way.

I will take the work of the Yale Artificial
Intelligence Project, and an particular, the
programmatic statements in the Schank and Abelson
(1977) book as point of departure. The Yale point



of view is quintessentially scruffy, and has been
criticized accordingly. No matter that scrips and
plans and goals and themese are psychologically
reasonable, and that computer programs using such
concepts are operational at the frontier of realistic
processing of natural language, nevertheless, it is
said that the system of concepts is not formal enough.

The make a system more formal is to define its
concepts more precisely, and to have them enter into
general predictions and explanations according to a
set of principles, preferable a small elegant set.
Let me first address the question of the definition
of concepts. The Yale group deals with knowledge
structures such as scripts and plans, it may seem
at first that these are pretty amorphous entities.
What counts, say, as a script or as clearly not a
script? How can you tel1? When we gave examples
such as the restaurant script, and cognitive psycho-
logical experiments (e.g., Bower, Black & Turner,
1979; Galambos & Rips, 1979; Graesser, 1981)
forthwith used verbal stimuli from the restaurant
situation, along with doctor visits and laundromat
activities and so on, it may have produced misleading
impressions that the intention was to define scripts
solely by waving at passing examples, or perhaps
by writing down a definitive list of 111 of them,
or worse, by allowing any damn thing to be a script
just by calling it that.

I say that these impressions are misleading
because in fact we have become acutely aware
(Schank, Note 2) that scripts have been Toosely
used. The original intention was not at all to
create a haven for Toose concepts; in fact, scripts
(among other knowledge structures) were very
tightly defined, by a set of interdependent con-
straints. Indeed, if a knowledge structure is proposed
as crucial in the top-down processing of certain
inputs, then clearly it must embody of us to leave
these constraints largely implicit, rather than
spelling them out systematically.

It is not my main intention today to remedy
this neglect for scripts or any other specific type
of knowledge structure, but rather to make clear my
general view of the role that constraints play in
the process of understanding text. However, having
raised the issue, it is useful to begin by indicating
what constrains script structures. Related remarks
apply to related types of structures such as MOPs
(Schank, 1980) and metascripts (Abelson, 1981).

The casual definition of a script is "a stereo-
typed sequence of events familiar to the individual".
Implicit in this definition are two powerful sources
of constraint. One is the notion of an event
sequence, which implies the causal chaining of
enablements and results for physical events and of
initiations and reasons for mental events. Causal
chains are highly ruleful, and many of those rules
have been spelled out explicitly (Schank, 1975;

Schank and Abelson, 1977. Ch.2). The other constraint
generator comes from the ideas of stereotypy and
familiarity. That an event sequence is stereotyped
implies the absence of fortuitous events. Also, for
events to be often repeated implies that there is some
set of standard individual and institutional goals
which gives rise to the repetition. Furthermore,

there are almost certainly subgoals, each of which
defines a scene involving a transaction between
particular role players in a certain physical setting,
using given props.

At the scene level of a script, therefore, there
run in parallel four networks of coherences: Those
governing the transactions, the role players, the
physical settings, and the props. None of these
entities can enter into sequences arbitrarily.

Scene transitions between one physical setting and
another, for example, follow the topographical
rules of familiar environments. One does not step
off the airplane directly into a swimming pool,

or go from the doctor's waiting room into the kitchen.
Role players remain from scene to scene except

when somebody makes a purposive and expected entry
or exit. It does not require belaboring these
coherences in full detail to realize the enormous
degree of constraint thus imposed on input relevant
to any given script.

Perhaps on of the things that disguised the high
order of systematicity of scripts was that some of
the computer programs that used them, such as SAM
(Cullingford, Note 3), were written in a way that
did not insure against ad hoc violations of some cof
the constraints. A prankish programmer could perfectly
well prepare an expected event sequence wherein
the customer ate the check and gave the food to the
cashier, thus thwarting their mutual goals, and
nothing in the Script Applier would protest illegi-
timacy of such expectations. Of course they would
turn out by experience to be useless in matching
realistic inputs, but that is a very weak way to
recognize absurdity. (And it is still vulnerable
to the possibility of prankish inputs). Later programs
such as POLITICS (Carbonell, 1978) did not, by the
way, suffer the same degree of vulnerability, but
this whole issue has not been treated as explicitly
as it might be.

Why is any of this important? Well, there may
be some people who feel it is not important, that
there are more compelling issues for language AI to
worry about. But it bothers me that the concept of
structural constraint seems to have been coopted by
the neats, when all the while the scruffy Yale programs
are based very heavily on a whole series of implicit
constraints.

Let us look more closely at some general issues
pertaining to the idea of constraint. In the original
formulation of information theory and communication
theory, the structural constraints on the communicative
elements were presumed mutually accessible to the sender
and receiver of messages. They each knew the redun-
dancies of Tetter strings or phoneme strings, and this
consensus was the basis for an analysis of the
information content of messages. In effect, one could
ignore most of the properties of the receiver, and
concentrate the analysis on the properties of the
stimulus ensemble.

Nowadays the emphasis in cognitive science is on
chunks of meaning, and one cannot generate meaning
simply by higher-order approximations to the structure
of Tow-Tevel stimulus elements. The idea that the set
of possible messages is very much constrained is still
a powerful idea, but at least two drastic changes are
necessary in applying an information theoretic type
of analysis to higher-level meaning elements, say,



sentences, rather than to Jow-level stimulus elements
such as letters. For one thing, the number of
possible elements is infinite rather than finite.

For another, there is no guarantee at all that the
receiver of messages adequately comprehends the
structure of contingencies between sentences that
can possible be generated by the message source.

People in the Chomskyan tradition writing
about constraints in knowledge structures do not usually
distinguish between structural constraint intrinsic
to the stimulus ensemble and structural contraint
characterizing the receiver's construal of the
stimulus possibilities. The former focuses the
analysis structure strictly on analysis of language,
completely defining the psychology of the receiver
out of independent existence. This is a very right-
wing attitude, in the sense I have previously dis-
cussed. People are said to be the way they are
because of immutable external regularities. There
is little interest in studying learning, or human
error, or individual differences in intelligence.

Furthermore, there is total disregard of
cultural shaping of knowledge structures. That is,
even in cases where there is a structural match
between the semantics of the language and the
corresponding mental representation in a particular
domain, this match may have been produced by a process
of cultural invention rather than by the inevitable
emergence of a natural truth. Much social knowledge
pertains to what anthropologists (cf. D'Andrade,

Note 4) call constitutive rule systems, extensive
networks of how to construe, how to behave in, and
even how to feel about culturally defined situations.
The nexus of rules defining the meaing of marriage

is one example. Other examples of cultural rule
systems are mental illness, senior citizenship,

golf, and sexual harassment. It seems to me perfectly
obvious that there is no foreordained meaning for
any of these domains, or a thousand others, rather,

a meaning which evolves under the pressure of social,
political and economic motives and experiences.

I belabor the banal here because of recently renewed
claims that to know knowledge, one only need know
semantics.

Having thus gored the one-horned ox, let me try
to lay out a balanced view of one aspect of the inter-
play between mental representatives and stimulus
structures. I will place the argument in the context
of text understanding.

Consider an individual who is exposed to a string
of language, presented one chunk at a time, say,
sentence by sentence. Considerable constraint
will be imposed by the general context surrounding
the presentation of the string, say, whether it is
a story or a piece of conversation, and what nature
of the topic and style of presentation. The local
context operative at a particular place within the
string will exercise further constraint. Is there
a way to conceptualize a measure of the degree of
structuredness at any given place in the presentation
of the string? Further, is there a way to think
about structure such that it is a joint property
of the stimulus string and the interpretive machinery
of the understander?

function on the part of the understander.

I propose a characterization relating the struc-

turedness of a context to the constraint in the

stimulus string and something I will call the construal
The con-
straint in the stimulus string can be expressed by the
distribution of probabilities P(i) of occurrence over
all potential next stimulus chunks. If a few inputs
are moderately likely and all others are of very low
probability, the stimulus contains more structure than
if likelihood is fairly evenly distributed over a

large set of possibilities. This is as in standard
information theory.

But the understander may not extract from the
stimulus the available structure. The individual
has expectations of what sorts of things may occur
next. If something which is highly expected occurs,
it is difficult to process. In general, we may
imagine that there is a distribution of measures
of processing facility F(i) over all possible next
stimulus chunks. Under various different construals
of what the stimulus string is about, thus what
expectations are appropriate, the distribution of
facility measures will be different. Perhaps
processing facility could be operationalized as the
speed with which a given chunk can be comprehended,
or perhaps in some more subtle way, but in any
case the understander is conceptualized as having
the capacity to prepare for coming inputs by making
a differential allocation of facility measures F(i).
This is a much more realistic view of the understander
than assuming that he has no expectations at
all, thus relatively equal facility in accepting all
inputs, or only a single dominant expectation.
Artificial intelligence programs that work heavily
top-down always in effect smear their expectations
over a domain of related possibilities. A good
image for this emaring tendency is Chuck Reiger's
concept of the "expectancy cloud".

The average value of processing facility is the
sum of cross-products of stimulus probability P(i)
and facility measure F(i) over all possible input
chunks. This average facility will be high or
low depending on four things: (1) the general
simplicity of the context; (2) the general facility
of the understander; (these two factors can jointly
be characterized by the mean of the F's unweighted
by stimulus probability): (3) the degree of pre-
dictability inherent in the stimulus string
(which could be indexed by an uncertainty measure
on the P's); and (4) the match between the F's and
the P's that is, the extent to which the construal
by the understander appropriately allocates her
preparations in the direction of inputs which are
relatively Tikely to occur. Under an assumption of
a fixed unweighted variance of the F's, it is easy
to show that the average proportionality relation-
ship between the P's and the F's, high facility
attaching to relatively high likelihood, and low
facility attaching to relatively Tow likelihood.

The match between what is expected and what might
occur should not automatically be presumed, either
according to some cosmic principle of innate resonance
between the individual and the environment, or on
the basis of a gradual Tearning of, and accomodation
to contextual contingencies. There are at Teast
four reasons for this. First, it is very possible,
indeed frequent, for people to misconstrue situations
and have a whole series of misguided expectations.



Misconstrual tendencies are very interesting to social
psychologists and there has been a good deal of
recent research on stereotyping, on misleading first
impressions, on the effects of inappropriate but
salient schemata, and on the insensitivity of false
constructions to empirical evidence (cf. Nisbert &
Ross, 1980).

A second reason not to presume that construals
reflect stimulus constraints is that people are
generally extremely slow to pick up the contingency
structure in novel input materials, if they ever get
it at all. Contingencies are especially problematic
when multidimensional dependencies are involved. It
is clear from classical two-alternative guessing
situations that people are very good at learning
the simplest zero-order structure, that is, the
relative frequencies of two different alternatives.
Although appropriate data do not to my knowledge
exist, there is 1ittle reason, however, to suppose
that people are adept at learning the zero-order
structure within large numbers of alternatives.

And it is very clear from so-called "cue validity"
studies (e.g.,Hammond & Summers, 1965) that there
are sharp limitations on the learning of higher-
order structures. When many independent cues are
modest predictors of an outcome variable, people
are unable to use all the cues, but settle instead
for (somewhat fallible) use of three or four of
them. In realistic stimulus domains where it is
not at all clear how many cues of what sort there
might be, the situation can be even worse. For
example, in studies of how people judge whether
someone else is lying or not (Krauss et al., 1976;
Kraut, 1978), the facial, gestural and speech cues
that judges employ to diagnose the liar overlap
hardly at all with the set of cues that actually
predict Tying.

A third reason, related to the second, is that
stimulus structure is usually dependent on the
source of the string being communicated. Different
communicators have different styles and different
angles on what to say or write about a given topic.
The understander usuaily will not have long enough
experience with particular communicators to pick
up their individual contingency structures, even
if learning were very rapid.

Fourth, the construal function must be flexible.
in operation, so that when there is a shift in the
topic of the stimulus string, the understander can
establish a new set of expectations. A lack of
matching could come about if adjustments in construal
were sluggish, lagging behind the stimulus. It
is intuitively clear that there are both individual
and situational differences in the rate of adjustment
of construals. Part of the ordinary concept of
intelligence, or perhaps quick-mindedness, is the
ability ot an individual to keep up with what is
being read or said, especially if the point is rapidly
shifting. Situations, too, may help or hinder
quick reconstrual.
Titerature on the phenomenon of perserverance, wherein
a person's analysis of a problem area continues in
a vein which has previously been successful, despite
the introduction of new materials which make the old
analysis outmoded (Luchins, 1942), or the presentation
of evidence that past success was spurious (Ross,
Lepper, & Hubbard, 1975).

There is a good deal of psychological

In short, the structure in personal construals
need not match the structure of stimulus constraints,
for several reasons. When there is a match, however,
understanding is considerable facilitated. The
example of script processing provides an especially
clear case. An account of a highly scripted activity
such as a visit to a doctor introduces very high
stimulus constraint, because only a limited number
of events have high probability of occurrence in
the account. [f the understander construes the account
as indeed concerning a doctor visit (as opposed, say,
to a chat with a professional colleague), then his
relevant knowledge structure will highly constrain his
expectations to a small set of events. Given a
sufficient consensus on what sorts of things transpire
in accounts of doctor visits, understanding will
(on average) be very facile.

My discussion to this point has concealed an
important aspect of the concepts of constraint
and construal in text processing. There are really
three different types of structural limitation on
coherent stimuli and coherent expectations. Recall
that we are supposing that the input string is
received a chunk at a time, and that we are inter-
ested in the probability of occurrence and the
processing facility associated with every possible
chunk. For tangibility we may suppose that the
chunks are sentences. Two somewhat different kinds
of constraints are those applying within chunks,
and those applying between chunks. Let us desig-
nate these respectively as combinatorial constraint
and sequential constraint. A third kind I will
call functional equivalence constraint, to which
I will return shortly.

By within chunk, or combinatorial constraint,
I refer to tendencies or rules for what Tinguistic
components go with what. This would include all
of syntax, semantic rules or "selection restric-
tions" about sensible meaning combinations, such as
what actions require animate actors and what attri-
butes are pertinent for what object classes, and also
fragments of pragmatic knowledge that tell us what
combinations are unlikely in the real world even though
semantically possible, such as the Queen using
obscenity or coal miners curtsying. In this
category of constrint, it seems quite likely that
rules characterizing stimulus structure would be
generally well matched by rules characterizing con-
struals. These aspects of constraint are widely
appreciated and shared, and the reasons given above
in support of mismatch tendencies are least likely
to apply.

By between chunk, or sequential constraint, 1
mean tendencies for certain chunks to follow a given
chunk or sequence of chunks. From a formal point
of view, one might suppose that belween chunks
constraint is just another bundle of selection
restrictions, or set of rules 3aboul wWhat Qoes with
what, and thus is Just 1ike within chunk constraint
but operating on larger units. In the field of
story understanding, the supposition has sometimes
been made that a kind of syntax exists linking
successive units, and so we have the notion of
"story grammars" (cf. Rumelhart, 1977; Mandler &
Johnson, 1977).

Story grammars may have some use as rough tools
in restricted story domains, but they have I think
rightly been criticized (e.g., Black & Wilensky,
1979) when they make overly strong claims. Stories
are simply not grammatical in quite the same sense
that sentences are. Nor are other bodies of text.



When a Titerate reader asserts that a short string of
writing within a period at the end is not a sentence,
the literate observe will almost always agree. But
who is to say that a longer string of writing is not
a paragraph, or not a story. Judgements here are
somewhat fuzzy, as we are dealing not with inviolate
rules but with general coherence tendencies. Prag-
matics and stylistics become much more important, and
the role of syntax dwindles. Construals can more
readily be out of synch with stimulus constraints.

To think otherwise,and to regard sequential constraint
as merely an extension of combinatorial constraint,

is to fall too much under the thrall of the bottom-up,
start small, scientific strategy of the neats.

The third category, that I have called "func-
tional equivalence" constraint, is rather different
in nature. In the general conception I have sketched
of the construal process, there is the clear unrealism
of supposing that the organism allocates preparatory
provisions among an infinite number of possible
stimuli. Much more reasonable is the supposition
that the understander prepares differentially for
different categories of input content, in effect
grouping stimuli into equivalence classes according
to the functions they serve. Within each class,
processing facility would be roughyl constraint.
This is a fairly strong form of subjectively imposed
constraint, for it says that such-and-such stimuli
are to be regarded as equivalent, and all processed
with ease, whereas such-and-such other stimuli,
constituting another equivalence class, will be
processed with less facility, and so on. Now there
is great opportunity for mismatching, depending on
whether the understander does or does not carve the
possibilities at different joints than the probability
structure of the stimuli would. To maintain matching,
it would be necessary for every stimulus within an
equivalence class to be approximately equally
probable. The understander, however, may lump
possibilities together because they have comparable

personal concern or affective significance, not because

they are necessarily objectively substitutable.

These ideas may become clearer if I recapitulate
and then amplify the model I am outlining. We are
supposing an understander exposed to a stimulus string
one chunk at a time. Strong structural constraints

characterize the ensemble of stimulus strings which the

given string instantiates, but we do not presuppose

that the understander necessarily perfectly appreciates

those constraints. Instead, the understander, in a
construal process, or general expectational policy,
imposes constraints of her own. Construals are from
time to time altered as the stimulus string unfolds,
but while in force, each given construal is a
processing allocation which determines the particular
degree of facility with which different possible inputs
and sequences of inputs would be processed. A
construal defines functional equivalence classes of
stimuli, such that stimulus possibilities within
class are processed alike.

The average facility of processing is maximized
when there is a match between the probability struc-
ture of the stimulus ensemble and the facility
structure of the construal. Furthermore, given some
degree of match, the average facility increases with
increasing structuredness. There are really three
aspects of both types of structure: the zero-order
structure partitioning the possibilities according

to how 1ikely or expected they are, and the contingency
structure Timiting what goes with what, both within
chunks and across chunks.

I have argued that matching between construal
structure and stimulus constraint structure should not
in general be presupposed, but that it is likely to
occur in certain contexts. Within chunks, it is
likely that syntactic constraints will be well
matched. Across chunks, certain types of knowledge
structures permit ready construals of well-structured
realities. I have already mentioned scripts
as one example.

Another between-chunk example has to do with the
role that knowledge of intentionality plays in story
understanding. Stories tend to be summarized in
terms of goals and plans of the main characters.
Goals and successful plans tend to be well remembered.
Al models of story understanding make a big point of
tracking goals and goal fates. This was the case in
Schank and Abelson (1977), and in other Yale models
such as those of Wilensky (1978( and Carbonell
(1978), and in a great many non-Yale models as well.
Why is this? What is there about goals that makes
them so important? From a scruffy common sense
point of view, this question may not seem worth
asking because the answer seems obvious. Goals
underly most of the activities of people, and what
interests people is hearing about things that other
people do. One might amplify this intuition with
the observation that intentionality is not obser-
vable, but must be inferred, and there is something
especially intriguing in making inferences about
people to explain why they do what they do.

Another angle is that goals relate to emotions,
as I will discuss later, and emotions are especially
interesting.

A formalist would not be especially happy with
such explanations. They essentially say that goals
are interesting because everybody knows they are
interesting; but no principled account is given.
Well, it seems to me clear that a principled account
can be given, and indeed, it is implicit in almost all
analyses of the role of goals and plans, but it is
usually not spelled out. Simply put, it is that
intentionality is "inference rich"--it provides a
high degree of stimulus constraint. Construals
structured to match will confer great advantage to
the understander. Intentional action introduces
constraints of all three kinds: combinatorial,
sequential and functional equivalence. Especially
noteworthy is the possibility of remote sequential
constraint, that is, the influence of somebody
having a goal on his actions much later in time.

In a story or a novel-- or in life-- it could be
dozens or hundreds of pages-- or days-- before the
major goals of individuals are actualized, yet that
latent potentiality is present all the while. This
constraint demon that goals unleash is a kind of
inferential time bomb set to go off one knows

not when. No Markov process behaves like this.

It is clear, therefore, that knowledge structures
concerning goals are highly constraining, thus very
important in the understanding process. Whether goals
are the most constraining concept in texts about

human activities is very hard to say, because we have
no comparative constraint measures on different
inference-rich concepts, averaged over all possible,
or all available, or all experienced texts of a given
type. I want to point out, however, that a good




guiding philosophy behind the choice of knowledge

structures to investigate is to try to pick those which

are both highly constrzining and highly frequent,
thereby being very useful for construal functions.
Although we did not articulate it explicitly, this
was indeed the rationale guiding the Schank & Abelson
(1977) choice of scripts, plans, goals, and themes

as the highest priority knowledge structure concepts
to investigage. Far from being ad hoc, therefore,
these concepts are very closely tied to ideas con-
cerning constraint.

Thus far in my account, I have given mainly a
way to talk carefully about the role of structural
constraint in the process of understanding, with
very little in the way of predictive principles
or substantive claims. Let me now attempt some
claims based on the construal concept.

1 have said that construals are from time to time
altered or updated during the course of understanding.
I believe that what is remembered about a stimulus
string is not the string itself, but the set of
construals and reconstruals used in interpreting
it. When a construal is active and inputs arrive
which are not readily processed, that is, are un-
expected in terms of the construal, then reconstrual
becomes necessary. Memory for one's own construal
structures, therefore, would include both the original
construal and the reconstrual compelled by unfore-
seen stimulus events. Thus my proposal here is
similar to Schank & Abelson's (1977) script pointer
plus "weird 1ist" idea, and to Graesser's (1981)
"script pointer plus tag" hypothesis, except that
it is more general in that the knowledge structure
involved need not be a script, but could be anything.
Indeed, it could be any combination of knowledge
structures implicated in a construal which partially
succeeds and then needs correction. (Among other
recent treatments containing similar ideas are those
of Lehnert (1979) and of Schank (Note 2)).

There are some memory data which fit nicely with
this Construal Principle (e.g., Hastile, 1980;
Spiro & Eposito, 1977; Graesser, 1981). But I am
also aware that there are other data which are hard
to explain by it (e.g., Anderson & Pichert, 1978),
and that there are complications in applying it to
data in general. Let that be a story for another
occasion, however.

Reconstrual seems to me to be an especially
interesting phenomenon. One class I would like to
pursue arises when two incompatible construals
compete with one another for processing dominance.
By incompatible construals, I mean sets of expec-
tations based on the other set. The more massive the
preparations, the more serious the incompatibility.
In cognitive terms, the massive preparatory part
of a construal is the establishment of sequential
constraints; thus incompatible construals involve
opposing sequential constraints.

Characteristically associated with incompatible
construals, under certain conditions, are affective
experience. There are different types of incom-
patibility, as I shall spell out, and with each of
these is associated a different variety of affect.
These connections are compelling enough to serve
as the basis for a theory of affect. Recently, there
have arisen in psychology a number of systematic

taxonomies of affective states (deRivera, 1977;
Roseman, 1979, Wilensky, Ortony & Collins, 1980)
which set forth a number of disposing factors

said to generate one or another affect. While
highly evocative, the various schemes seem to lack

a unifying principle common to their sets of affects,
this [ believe to be provided by the idea of
incompatible construals.

My analysis owes much to the scheme devised
by Roseman (1979), but is differently organized in
order to get the benefit of the incompatibility
principle. In conveying a preliminary version
of my theory, I will continue to talk about
construals, but I will depart freely from the text
understanding pradigm to refer also to a behavioral
situation paradigm where the prospective and actual
events might happen or do happen to the individual
involved, rather than his just imagining their
occurrence for the characters in a story.

To avoid confuction, 1 should say what the
theory is not about. It is not primarily about the
pleasures and pains associated directly with physical
sensations, either innately or thorough conditioning.
Thus it is not primarily about sexual pleasure, or
pleasurable tastes, or about fright, pain or disgust,
or about the Tove or aversion for the people or
objects associated with those pleasures or pains.
Secondarily, however, it may implicate pleasures
or pains or other goal states, as will be explained.
The theory is also not about the semantics of affect
as coded in words or phrases capable of evoking
associated emotions, such a pejorative adjectives
applied to another person so as to stimulate dislike
or the sunny lyrics of a love song. Rather, it
concerns the emergence of an affecgive state as a
consequence of the structural relationships in an
ongoing situation: it is a structural theory of
"on-line affect."

In analyzing incompatible construals, we have to
ask why more than one construal would ever be
necessary. An obvious answer is that the ongoing
construal leads to poor understanding, and must
be changed. A more direct way to say this is that
anticipation does not correspond to reality. What
you imagine will happen does not in fact happen,
and you must update your imaginings. If the update
is incompatible with the previous construal, then
an affective process will occur which is both a
signal and a symptom of the activity of reconstrual
(and which, incidentally, will be associated with high
memorability for the event which precipitated the
reconstrual).

Two conditions seem basic to the degree of
incompatibility of construals. One is the range of
possible cognitive chunks implicated by the two
construals, the second is the discrepancy in the
hedonic import of the two construals, whereby one
is highly pleasurable or painful and the other is
not. Inference-richness and hedonic import would
seem in practice to cooccur, because one mainly
makes extensive inferences about that which is
personally consequential. But the two concepts
are conceptually separable.

In any case, not every reconstrual involves
compatibility, and many incompatibilities are quite
trivial in extent and significance. Thus
structural affect is not freely evoked by minor
alterations from previous expectations. Thus if
you mistook someone to say they were from Stanford



and it turned out they meant Stamford, (Connecticut),
or if you thought that a session of the conference
was in Room A and it turned out to be in Room B,
those changes would not provoke affect (unless your
mistake led to come commitment or consequence

difficulty to undo).

It is instructive to consider systematically
how the inference-richness of consequential alternative
construals might vary and give rise to differing
affective states. A useful rubric is the intentional
action sequence, where a positive or negative outcome
state is cognized by the individual along with an
alternative outcome of opposite import. What is
of interest is the point in the sequence at which
the alternativity arises, thereby determining the
depth of reconstrual which is necessary. There are
different classes of cases, depending on whether
two alternative construals are present only in
imagination, or whether one is imagined and the other
represents reality, or there are representations
of two disparate realities because reality has
changed.

Let us suppose a sequence in which a goal
leads to some planned action which through some
causal instrumentality determines an outcome.
Consider first the case in which this sequence has
progressed up to a certain point in reality, and
then there are alternative imagined construals, one
hedonically positive, the other negative, of the
uncertain future course of the sequence. If goal,
action, and causal instrumentality are fixed, but
only the outcome is uncertain, there is a minimal
range of content for the alternative construals to
deal with. The associated affective experience can
be characterized as SUSPENSE. If goal and action
are fixed, but there are alternative causal instru-
mentalities each potentially controlling the outcome,
the alternative construals are inferentially richer
and the affect in general will be more elaborate.
Perhaps there are alternative authorities who may
become responsible for the outcome, as
for example two judges who might be assigned to your
legal case, one probably sympathetic, the other
probaly unsympathetic. The affect here is one of
the pair of HOPE/FEAR, depending on whether the
favorable or unfavorable construal is emphasized.

When only the goal is fixed, but two (or more)
well defined and distinct action plans are construable,
each with uncertain connection to the important
outcome, the associated affective state may be
characterized as AGONIZING. Then not even the goal
is fixed, but incompatible possible goals can
be clearly construed, the affective state is one
of CONFLICT.

Consider next the case in which a particular
sequence leading to a favorable outcome is construed
in imagination, but reality forces an alternative
construal in which the outcome is in fact negative.

If goal,action, and causal instrumentality are

fixed, but the real negative outcome differs from

the imagined positive outcome, the state is one of
DISAPPOINTMENT. If goal and action are fixed, but the
real causal instrumentality producing a positive

outcome differs from the imagined causal instrumentality
producing a positive outcome, the affective state

is one of FRUSTRATION or ANGER. In relation to

previously outlined cases, it can be seen that
FRUSTRATION represents dashed HOPE, and DISAPPOINTMENT
is negatively resolved SUSPENSE.

In a slightly different type of subcase, the neg-
ative reality has already occured, but the individual
imagines what might have been, by reconstruing
the sequence starting at a particular point of
departure. The idea "I shouldn't have done what I
did; if only I had acted differently, things would
have been different", corresponds to a state of
EMBARASSMENT or MORTIFICATION. If the recrimination
goes all the way back to believing that one has pur-
sued the wrong goal, then the affective state is one
of GUILT.

Another set of subcases arises when there is an
imagined negative outcome, but the actual outcome is
positive. Without going through all the details,
suffice to say that depending on the sequential
point at which alternativity occurs, the respective
affective states of LUCKINESS, GRATITUDE, PRIDE,

AND RECTITUDE can be generated.

Finally, there is the case of incompatible
construals which arise because one reality is suddenly
replaced by another reality. This need have nothing
to do with an intentional action sequence, because
it can be outside of the individual's control.

If the old reality was positive, and the new reality
is no longer positive, the affect is SORROW. If the
old reality was not negative, but the new reality

is negative, the affect is DISTRESS. If the old
reality was not positive, but the new reality is
replaced by one which is not negative, a state of
RELIEF is produced.

I have been perhaps somewhat scruffy in my
presentation of this system of 16 affects (albeit
I had earlier implied I would try to be neat).

It was not my intention here, however, to be
complete and well-disciplined, but only to Tay out
a particular direction of theory and research
involving the role of construals in understanding,
memory, and affective experience. The conception
of a construal function as a system of subjective
constraints which may or may not match objective
stimulus constraints is, it seems to me, a very
important conception. There is no reason why the
idea of systems of constraint should be abandoned
to cooption by the right wing within cognitive
science, which presumes to investigate Mind without
reference to minds. Instead, we need in cognitive
science a fusion of left and right wings, of sub-
jective and objective, of content and of formalism.
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1. Introduction - Four Tenets for a Theory of Planning

Much previous work on planning and problem solv-
ing has been concerned with either very specialized sys-
tems or with highly artificial domains (e. g., consider
Fikes and Nilsson (1971), Newell and Simon (1972), Suss-
man (1975), Shortliffe (1976)). More recently, there has
been an increase in attention given to planning in com-
monplace situations. For example, Rieger (1975) has
proposed a set of "common sense algorithms" for rea-
soning about everyday physical situations; Hayes-Roth
and Hayes-Roth (1979) are concerned with how a person
might schedule a day’s activities; and Carbonell (1980)
POLITIC's program reasons dogmatically about political
decisions. On another front, Sacerdoti (1977) and
McDermott (1978), while operating perhaps in the more
traditional problem solving context, have proposed some
powerful approaches to problem solving in general.

1.1. Everyday Planning is Reasoning about Interactions
Between Goals

We have been developing a theory of planning that is
concerned with reasoning about everyday situations. A
central tenet of this theory is that most of the planning
involved in everyday situations is primarily concerned
with the interactions between goals. That is, planning for
individual goals is assumed to be a fairly simple matter,
consisting primarily of the straightforward application of
rather large quantities of world knowledge. The com-
plexity of planning is attributed to the fact that most
situations involve numerous goals that interact in com-
plicated ways.

Thus while traditional problem solving research has
been concerned with finding the solution to a single,
difficult problem (e. g., finding the winning chess move),
most everyday problem solving consists of synthesizing
solutions to fairly simple, interactine problems. For
example, a typical everyday situation that involves the
sort of planning we are interested in might be to obtain
some nails, and also buy a hammer. The plan for each
goal is straightforward: One simply goes to the hardware
store, buys the desired item, and returns. The problem
lies in recognizing that it is a terrible idea to execute
these plans independently. Rather, the seemingly simple
common sense plan is to combine the two individual
plans, resulting in the plan of going to the hardware
store, buying both items, and then returning.

Simple as this situation may be, most conventional
planners are ill-equipped to handle it. Although some
planning programs have mechanisms for removing
redundancies from a plan, they generally lack a mechan-
ism for even noticing this sort of interaction if these
plans are derived from heretofore unrelated goals.
Perhaps more importantly, the interaction between
plans may have more complex ramifications. For exam-
ple, if enough items are to be purchased at the hardware
store, then a better plan might be to take one's car,
while walking may do otherwise. Thus a good part of

planning involves detecting the interactions between
goals, figuring out their implications, and then deciding
what to do about them.

1.2. Planning Knowledge Should be Equally Available for
Understanding

The second tenet of our theory of planning is that it
should be equally usable by both a planner and an under-
stander. That is, while a planner uses its planning
knowledge to bring about a desired state of affairs, an
understander may need to use this same knowledge to
comprehend the actions of a person it is watching or of a
character about whom it is reading. For example, a
planner with the goal of keeping fit might take up jog-
ging; an understander might use the same knowledge to
infer that someone who has taken up jogging may have
done so because he had the goal of staying in shape.
Planning and understanding are rather different
processes, and this will of course be reflected in our
planning and understanding mechanisms. However, our
theory of planning specifies that knowledge should be
represented in a fashion so that it is usable by either
mechanism.

1.3. Meta-Planning is Used as the Driving Principle

The third salient feature of our theory is that it is
based on meta-planning. By this I mean that the prob-
lems a planner encounters in producing a plan for a
given situation may themselves be formulated as goals.
These "meta-goals" can then be submitted to the plan-
ning mechanism, which treats them just like any other
goals. That is, the planner attempts to find a "meta-
plan" for this meta-goal; the result of successful

application of this plan will be the solution to the original
planning problem.

A typical example of a meta-goal is the goal
RESOLVE-GOAL-CONFLICT. A planner would presumably
have an instance of this goal whenever it detects that
some of its "ordinary” goals are in conflict with one
another. The meta-plans for this goal are the various
goal conflict resolution strategies available to the
planner.

Meta-planning is described in more detail in Wilen-
sky (1980). Here, we give only a brief characterization of
its main features and advantages.

Meta-goals are organized by meta-themes. These
are very general principles of planning that describe
situations in which meta-goals come into being. We sum-
marize these briefly:

Meta-themes

1) DON'T WASTE RESOURCES

2) ACHIEVE AS MANY GOALS AS POSSIBLE

3) MAXIMIZE THE VALUE OF THE GOALS ACHIEVED
4) AVOID IMPOSSIBLE GOALS

*Research sponsored in part by the Nationel Science Foundation under grant MCS79-068543

and by the Office of Naval Research under contract N0OOO14-80-C-0732.
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As an example of how these function, the meta-
theme "ACHIEVE AS MANY GOALS AS POSSIBLE" is
responsible for detecting goal conflicts. That is, if the
planner intends to perform a set of actions that will
negatively interact with one another, this meta-theme
causes the planner to have the goal of resolving the
conflict. If this meta-goal fails, i. e., the planner could
not find a way to resolve the conflict, then the meta-
theme "MAXIMIZE THE VALUE OF THE GOALS ACHIEVED"
springs into action. This meta-theme sets up the goal of
arriving at a scenario in which the less valuable goals are
abandoned in order to fulfill the most valuable ones. The
details of the meta-plans involved in these processes are
described in length in the last two sections of this paper.

Meta-planning has a number of advantages over
other approaches to planning; these advantages are
summarized below:

1.3.1. Metaplanning knowledge can be used for both
planning and understanding

As meta-goals and meta-plans are declarative struc-
tures in the same sense as are ordinary goals and plans,
they may be used to understand situations as well as
plan in them. Thus an understander with access to this
knowledge would be able to interpret someone's action
as an attempt to resolve a goal conflict, for exaraple. In
contrast, planning programs that have the equivalent
knowledge embedded procedurally would not be able to

conveniently use it to explain someone else's actions.

1.3.2. The same planning mechanism can apply to
more difficult tasks.

Meta-planning knowledge generally embodies a set
of strategies for complicated plan interactions. By for-
mulating this knowledge in terms of goals and plans, the
same planning architecture that already exists for
simpler planning can be used to implement more compli-
cated planning involving multiple goals, etc.

1.3.3. More general resolution of traditional planning
problems

Traditional planners usually treat problems such as
goal conflicts by special purpose means by the intro-
duction of critics, for example (Sussman 1975, Sacerdoti
1977). This is equivalent to having the general problem
solver consult an expert when it gets in trouble. The
meta-planning allows the general problem solver to call a
general problem solver (itself) instead. Thus all the
power of such a system can be focussed on planning
problems, rather than just relying on a few expert tac-
tics. Of course, all the specific knowledge usually embo-
died in critics would still be available to the general
problem solver. But the meta-planning model allows this
knowledge to interact with all other knowledge as it now
take take part in general reasoning processes.

1.3.4. Representational advantages

The meta-planning model also provides more flexi-
bility when no solution can be found. Since a meta-goal
represents the formulation of a problem, the existence
of the problem may be dealt other than its being fully
resolved. For example, the problem solver may simply
decide to accept a flawed plan if the violation is viewed
as not being too important, or decide to abandon one of
the goals that it can’t satisfy. By separating solving the
problem from formulating the problem, the problem
may be accessed as opposed to treated, an option that
most other problem solving models do not allow.
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1.4. Projection is Used to Infer Goals and Debug Plans

The fourth significant feature of our planning model
is that it is based on projection. That is, as the planner
formulates a plan for a goal, the execution of this plan is
simulated in a hypothetical world model. Problems with
proposed plans may be detected by examining these
hypothetical worlds.

Projection not only enables the planner to find prob-
lemms with its own plans, but it also enables it to deter-
mine that a situation merits having a new goal. For
example, sensing an impending danger requires the
planner to project from the current state of affairs into a

hypothetical world which it finds less desirable. Having
done this projection, the planner can infer that it should
have the goal of preventing the undesirable state of
aflairs from coming into being.

Projecting hypothetical realities also allows a gen-
eral “goal detection” mechanism to work for meta-goals
as well as for "ordinary" goals. When proposed plans for
goals are projected, interactions will appear in the
hypothetical world. Since such interactions generally
indicate that some important planning principle is not
being adhered to, the occurrence of this hypothetical
negative interaction is usually a signal to the planner to
achieve some particular meta-goal.

Working with projected universes entails some liabil-
ities as well, as does the notion of meta-planning and of
using highly declarative representations. However, our
claim is that the prices associated with these ideas are
prices that must be paid anyway. By putting them
together in the manner described here, a deal of power
is obtained for no additional cost.

In the next section, I discuss the general structure
of a planning mechanism based on these assumptions.
This is the structure used in PANDORA (Plan ANalysis
with Dynamic Organization, Revision, and Application), a
planning system now under construction at Berkeley.
The sections following show how these mechanisms func-
tion together in reasoning about goal conflict situations.
As we have noted, we intend these ideas to be applicable
to understanding as well as planning, and in fact, they
are being used in a new implementation of PAM, a plan-
based story understanding system. While we do not dis-
cuss the structure of PAM here, the analysis of goal
conflicts is presented in a form in which its use in under-
standing as well as planning may be seen.

2. The Design of a Planner Based on Meta-planning

This section described the overall architecture of a
planner based on the four tenets just considered. The
planner is cornposed of the following major components:

1) The Goal Detector

This mechanism is responsible for determining that
the planner has a goal. The goal detector has access to
the planner’s likes and dislikes, to the state of the world
and any changes that may befall it, and to the planner’'s
own internal planning structures and hypothetical world
models. The goal detector can therefore establish a new
goal because of some change in the environment,
because such a goal is instrumental to another goal, or
in order to resolve a problem in a planning structure
that arises in a hypothetical world model.



2) The Plan Generator

The plan generator proposes plans for the goals
already detected. It may dredge up stereotyped solu-
tions, it may edit previously known plans to fit the
current situation, or it may create fairly novel solutions.
The plan generator is also responsible for expanding
high-level plans into their primitive components to allow
execution.

3) The Executor

The executor simnply carries out the plan steps as
proposed by the plan generator. It is responsible for the
detection of errors, although not with their correction.

The importance of the goal detector should be
emphasized. Most planning systems do not worry about
where their goals come from; high-level goals are gen-
erally handed to the planner in the form of a problem to
be solved. However, a planning system needs to infer its
own goals for a number of reasons: an autonomous
planner needs to know when it should go into action; for
example, it should be able to recognize that it is hungry
or that its power supply is low and what goal it should
therefore have. It should be able to take advantage of
opportunities that present themselves, even if it doesn't
have a particular goal in mind at the time. It should be
able to protect itself from dangers from its environment,
from other planners, or from consequences of its own
plans.

The goal detector operates through the use of a
mechanism called the Noticer. The Noticer is a general
facility in charge of recognizing that something has
occurred that is of interest to some part of the system.
The Noticer monitors changes in the external environ-
ment and in the internal states of the system. When it
detects the presence of something that it was previously
instructed to monitor, it reports this occurrence to the
source that originally told it to look for that thing. The
Noticer can be thought of as a collection of IF-ADDED
demons whose only action is to report some occurrence
to some other mechanism.

Goals are detected by having themes and meta-
themes asserted into the Noticer with orders to report to
the goal detector. Theme is a term used by Schank and
Abelson (1975) to mean something that gives rise to a
goal; a meta-theme, similarly, is responsible for generat-
ing meta-goals. For example, we can assert to the not-
icer that when it gets hungry (i. e., when the value of
some internal state reaches a certain point), the planner
should have the goal of being not hungry (i. e., of chang-
ing this value), or that if someone is threatening to kill
the planner, that the planner should have the goal of
protecting its life. On the meta-level, we might assert
that if a goal conflict comes into existence, then the
planner should have the meta-goal of resolving this
conflict.

Note that the presumption of a goal detector cou-
pled with meta-planning creates a system of consider-
able power. For example, no separate mechanism is
required for detecting goal conflicts or for noticing that
a set of proposed plans will squander a resource. The
need to resolve conflicts or conserve resources is
expressed by formulating descriptions of the various
situations in which this may occur, and the appropriate
meta-goal to have when it does. By asserting these
descriptions into the Noticer to detect meta-goals, goal
conflicts and other important goal interactions are han-
dled automatically.

The planner component of our model itself consists
of three components:

1) The Proposer,
which suggests plausible plans to try

2) The Projector,
which tests plans by building hypothetical world
models of what it would be like to execute these
plans

3) The Revisor,
which can edit and remove parts of a proposed plan-
ning structure

The Proposer begins by suggesting the most specific
plan it knows of that is applicable to the goal. If this plan
is rejected or fails, the Proposer will propose succes-
sively more general and "creative" solutions. Once the
Proposer has suggested a plan, the Projector starts com-
puting what will happen to the world as the plan is exe-
cuted. The difficult problems in conducting a simulation
involve reasoning about “possible world" type situations
which are not amenable to standard temporal logic
(McCarthy and Hayes, 1969). However, we finesse this
issue by defining hypothetical states in terms of what the
planner thinks of in the course of plan construction. In
other words, our solution is to let the system assert the
changes that would be made into a hypothetical data
base, in the meantime letting the goal detector have
access to these states. Thus if the plan being simulated
would result in the planner dying, say, this would consti-
tute a hypothetical undesirable state, which might
trigger further goals, etc.

As the Projector hypothetically carries out the plan,
and other goals and meta-goals are detected by the goal

detector, the original plan may have to be modified. This
is done by explicit calls to the Revisor, which knows the
plan structure and can make edits or deletions upon
request. The modified plan structure is simulated again
until it is either found satisfactory or the entire plan is
given up and a new one suggested by the Proposer.

Actually, the function of the Projector is somewhat
more pervasive than has so far been described. The Pro-
jector must be capable of projecting current events into
future possibilities based both on the intentions of the
planner and on its analysis of those events themselves.
For example, if the planner sees a boulder rolling down
the mountain, it is the job of the Projector to project the
future path that the boulder will traverse. If the pro-
jected path crosses that of the planner, for example, a
preservation goal should be detected. Thus the Projec-
tor is a quite powerful and general device that is capable
of predicting plausible futures.
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3. Reasoning about Goal Conflicts

In the next two sections we give a more detailed
analysis of one particular part of our planning model,
namely, the resolution of goal conflicts. The problem is
important in its own right; however, the presentation
that follows is aimed at demonstrating the kind of "stra-
tegy architecture" to which the model is conducive. In
particular, the section illustrates a number of important
meta-goals and the meta-plans for them, and describes
how they would be invoked and utilized by the model.
The section also emphasizes the utility of meta-planning
for the application of planning knowledge to understand-
ing goal conflicts as well as to planning for them.

Since it is desirable to achieve all of one's goals, a
planner faced with a goal conflict will probably attempt
to resolve that conflict. We express this by saying that
the state of having a goal conflict is a situation that
causes the meta-theme "ACHIEVE AS MANY GOALS AS
POSSIBLE" to become active. In such a situation, this
meta-theme creates the meta-goal RESOLVE-GOAL-
CONFLICT. This is a meta-goal because resolving the
conflict can be viewed as a planning problem that needs
to be solved by the creation of a better plan. In this for-
mulation, the resolution of the goal conflict is performed
by the execution of a meta-plan, the result of whirh will
be a set of altered plans whose execution will not inter-
fere with one another.

The knowledge needed to replan around a goal
conflict is quite diverse, and may depend upon the par-
ticular goals in question and on the nature of the
conflict. However, the meta-plans with which this
knowledge is applied are rather general. To see why, it is
necessary to ask how it is possible for goal conflicts to be
resolved at all. There appear to be two ways in which

goal conflicts can come about that determine how they
may be resolved:

1) The conflict detected is based on the plans for one's
goals, rather than on the goals themselves. In this
case, it may be possible to achieve the goals by
other, non-conflicting plans.

2) The conflict depends upon some additional cir-
cumstance or condition beyond the stated goals or
plans. The conflict might therefore be resolved if
this circumstance is changed.

We therefore define two very general meta-plans,
RE-PLAN and CHANGE-CIRCUMSTANCE. Of course, to be
effective, we need to supply these meta-plans with more
information; if we use RE-PLAN blindly, for example, we
might end up enumerating all possible plans for each
conflicting goal, although many of these plan combina-
tions will present the same problem that caused the ori-
ginal goal conflict.

3.1. RE-PLAN

There are a number of different re-planning stra-
tegies applicable to gcal conflict situations. They are
given here in order of decreasing specificity. This 1s in
accordance with our belief about the order in which such
plans would actually be used, i. .e, the most specific one
first, then progressively more general ones, until a satis-
factory set of plans is found. In this respect, meta-plans
are entirely analogous to ordinary plans insofar as the
planning process is concerned.

The order of plan application is just a corollary of
the First Law of Knowledge Application "Always use the
most specific piece of knowledge applicable”
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3.1.1. USE-NORMAL-PLAN applied to resolving goal
conflicts

The most specific re-planning strategy is likewise
analogous to the planning strategy for ordinary goals,
namely, find a normal plan. A normal plan in the case of
goal conflict is to find a stored plan specifically designed
for use in a goal conflict between the kinds of goals found
in the current situation. For example, consider the fol-
lowing situation:

(1) Mary was very hungry, but she was trying to lose
some weight. She decided to take a diet pill.

In (1), there is a conflict between the goal of losing
weight and satisfying hunger, as the normal plan for the
latter goal involves eating. The RE-PLAN meta-plan is
used, and the USE-NORMAL-PLAN strategy applied. The
normal plan found that is applicable to both goals is to
take a diet pill.

Just as many objects are functionally defined by the
role they play in ordinary plans, so some objects are
functionally defined by the role they play in plans aimed
at resolving specific goal conflicts. Thus a diet pill is an
object functionally defined by its ability to resolve the
conflict between hunger and weight loss; a raincoat is
defined by the role it plays in preventing wetness when
one must go outside. In fact, a great deal of mundane
planning knowledge appears to consist of plans for
resolving specific types of goal conflicts.

3.1.2. Intelligent use of TRY-ALTERNATE-PLAN to find
non-—conflicting set

A general planning strategy that is applicable when
a plan cannot be made to work is to try another plan for
that goal. In the case of resolving goal conflicts, this
means that alternative plans for each conflicting goal
can be proposed until a set is found that are not in
conflict. As noted above, this may be costly, but it will
only be tried when no canned conflict resolution plan has
been found. Moreover, the plan can provide some intelli-
gent ways of proposing new alternatives that may help
keep costs down.

For example, consider the following situation:

(2) John was going outside to pick up the paper when he
noticed it was raining. He looked for his raincoat,
but he couldn't find it. He decided to get Fido to
fetch the paper for him.

Here, John first thoughl to walk outside, but then found
that this would cause a conflict. As his normal plan for
resolving this conflict failed, John tried proposing other
plans, looking for ones that wouldn't entail his getting
wet. Since getting the dog to fetch the paper is such a
plan, and since John presumably doesn't care if Fido gets
wet, this planis adopted.

The meta-planning strategy used here is called
TRY-ALTERNATIVE-PLAN. The difference between using
this meta-plan and blind generate and test strategies is
that sorme control can be exerted here over exactly what
is undone and and what is looked for as a replacement.
For example, the backlracking here need not be chrono-
logical or dependency-directed, but can be knowledye-
directed. That is, rather than undo the last planning
decision, a planning decision related to either goal can
be undone, possibly based on an informed guess.

In addilion, when felching a new plan, it may be pos-
sible to specify in the fetch some conditions that the
fetched plan may have to meet without actually testing
that plan for a conflict. For example, in the case of get-
ting the newspaper when it is raining, we can ask for a
plan for getting something that doesn’t involve going out-
side. That is, we can look for a plan for one goal that
does not contain an action that led to the original



conflict. If our memory mechanism can handle such
requests, then we can retrieve only those plans that do
not conflict in the same way that the original plan does.

In order for this to work, TRY-ALTERNATIVE-PLAN
needs to know what part of a plan contributed to the goal
conflict so it can look for a plan without this action. This
generally depends upon the kind of conflict. We can for-
mulate this within the meta-planning frarnework by
defining a meta-plan called MAKE-ATTRIBUTION. Here,
MAKE-ATTRIBUTION is used as a subplan of the TRY-
ALTERNATIVE-PLAN meta-plan, although we shall make
other uses of it below. TRY-ALTERNATIVE-PLAN first asks
MAKE-ATTRIBUTION to specify a cause of the problem,
and then fetches a new plan without the objectional ele-
ment in it.

TRY-ALTERNATIVE-PLAN can also control how far up
the proposed goal-subgoal structure it should go to undo
a decision. Thus, if no alternative plan for a goal can be
found, the goal itself can be questioned if it is a subgoal
of some other plan. For example, consider the following
scenario:

(3) John was going to get the newspaper when he
noticed it was raining. He decided to listen to the
radio instead.

Here the entire subgoal of getting the newspaper was
eliminated. Since this was apparently a subgoal of
finding out the news, the alternative plan of listening to
the radio can be substituted. Once again, MAKE-
ATTRIBUTION is used to propose a plan that doesn't
involve an unwanted step. The difference between this
and the last case is that here a plan lying above the
conflicting goal is re-planned.

3.2. CHANGE-CIRCUMSTANCE

In addition to the RE-PLAN meta-plan, the other
general goal conflict resolution strategy is to change the
circumstance that contributes to the conflict. This is
actually more general than RE-PLAN, because it may be
applicable to conflicts where the goals themselves
exclude one another, whereas RE-PLAN requires the
conflict to be plan-based.

CHANGE-CIRCUMSTANCE can resolve a goal conflict
by altering a state of the world that is responsible for the
goals conflicting with one another. Once this has been
achieved, the original set of plans may be used without
encountering the original problem.

For example, consider the following situations:

(4) John had a meeting with his boss in the morning,
but he was feeling ill and wanted to stay in bed. He
decided to call his boss and try to postpone the
meeting until he felt better.

(5) John wanted to live in San Francisco, but he also
wanted to live near Mary, and she lived in New York.
John tried to persuade Mary to move to San Fran-
cisco with him.

In (4), John's conflict is caused by his plan to attend
the meeting and his plan to stay home and rest. These
plans conflict because of the time constraints on John's
meeting, which force the plans to overlap; the plans
require John to be in two places at once, so they cannot
be executed simultaneously. If the time constraint on
attending the meeting were relaxed, however, then the
conflict would cease to exist. Thus rather than alter his
plans, John can seek to change the circumstances that
cause his plans to conflict by attempting to remove the
time constraint that are a cause of the difficulty.

In (5), the conflict is between living in San Francisco
and being near Mary, who is in New York. The basis for
this exclusion involves the location of San Francisco and
of Mary. However, if one of these locations were changed
so that the distance between them were reduced, them
the state would no longer exclude one another. Thus
John can attempt to change Mary's location, while still
maintaining his original goals.

To decide what circumstance to change, a planner
once again needs to analyze the cause of the conflict.
Thus CEANGCE-CIRCUMSTANCE first requires the use of
MAKE-ATTRIBUTION to propose a candidate for alteration.
As was the case for RE-PLAN, MAKE-ATTRIBUTION
requires access to detailed knowledge about the nature
of negative goal interactions in order to find a particular
circumstance with which to meddle. An analysis of such
interactions appears in Wilensky (1978).

4. Goal Abandonment

When attempts to resolve a goal conflict are unsuc-
cessful, a planner must make a decision about what
should be salvaged. In terms of meta-planning, we can
describe these "goal abandonment" situations as follows.
The inability to achieve a RESOLVE-GOAL-CONFLICT
meta-goal results in the planner having this failed mela-
goal. Having a failed RESOLVE-GOAL-CONFLICT meta-goal
is a condition that triggers the meta-theme MAXIMIZE
THE VALUE OF THE GOALS ACHIEVED. This triggering
condition causes this meta-theme to invoke a new meta-
goal, called CHOOSE-MOST-VALUABLE-SCENARIO. This
goal is satisfied when the relative worth of various
achievable subsets of the conflicting goals is assessed,
and the subset offering the greatest potential yield
determined.

To achieve this meta-goal, we postulate a
SIMULATE-AND-SELECT meta-plan. This plan proposes
various combinations of goals to try, and computes the
worth of each combination. The most valuable set of
goals is returned as the scenario most worth pursuing.

4.1. The SIMULATE-AND-SELECT meta-plan

The SIMULATE-AND-SELECT meta-plan has a rich
structure. To begin with, it makes a number of
presumptions about evaluating the cost and worth of
goals and of comparing them to one another. We
presume that values can be attributed to individual
states in isolation ceteris paribus, and that the value of a
set can be computed from its parts. This does not
presume that the computation is simple; indeed, it may
involve the consultation of large amounts of world
knowledge. However, we do assume that all values can
be made commeasurable. The general issues involving
attributing values to goals are discussed (although by no
means resolved) in Wilensky (1980).

The SIMULATE-AND-SELECT meta-plan has in effect
two distinct options. The first is quite straightforward.
It simply involves constructing maximal achievable (i. e.,
non-conflicting) subsets from among the conflicting
goals, and evaluating the net worth of each one. Since
we are generally dealing with two goals in a conflict, this
means just evaluating the worth of one goal and compar-
ing it to the value of the other. Thus if having the news-
paper is deemed more valuable than getting wet, then
the planner walks outside to get the newspaper and
allows himself to get soaked. Alternatively, a reader try-
ing to understand someone else's behavior would use
knowledge about this meta-plan to make inferences
about their value system. If we observe John risking get-
ting wet into to get his morning paper, then we conclude
that having his paper is worth more to him than getting
wet.

However, there is another set of alternatives that
need to be considered. Consider once again the example
of fetching the newspaper in from the rain, in which the
original goals are to get the newspaper and to remain
dry. Rather than abandon either goal completely, a rea-
sonable alternative is to try to reduce the degree to
which one gets wet as much as possible. A plan for
remaining as dry as possible while moving through the
rain is to run as fast as one can. This plan satisfies one
goal entirely, and another to a degree. The total value of
this scenario is likely to be greater than the value of
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staying dry but not getting the paper, and since the
other abandonment possibility (getting the paper but
getting soaked) is clearly worse than this (i. e., getting
the paper but getling less soaked), the scenario involving
partial fulfillment is likely to be adopted.

Partial goal fulfillment is a general principle that. is
applicable to all goals that involve scalar values. It
allows the SIMULATE-AND-SELECT meta-plan to propose
options in which the partial fulfillment of one goal
enables the (possibly partial) fulfillment of the other.
This process is illustrated by the "newspaper in the rain"
example: MAKE-ATTRIBUTION determines that the prob-
lem with the "stay dry" goal above is that it requires not
going outside. Thus a partial version of this goal is
sought that doesn’t involve this condition. In the case of
not getting wet above, the "stay as dry as possible" alter-
native is selected because this doesn’t require not going
outside. This scenario is therefore hypothesized and
evaluated along with the strict abandonment options,
and the one with the highest value chosen.

5. Summary and Projections

We have proposed a theory of planning based on four
tenets: (1) Commonsense planning is essentially the
consideration of interactions of otherwise simple plans,
(2) knowledge about planning should be usable both by a
planner and an understander, (3) planning problems
should be formulated as meta-goals, and solved by the
same planning mechanism responsible for the fulfillment
of ordinary goals, and (4) to accomplish much of its man-
date, the planner makes projections of the future based
on its current knowledge of the world and its own tenta-
tive plans.

These tenets form the basis for a model of planning
whose most salient features are a goal detector and a
projector. The goal detector is used to infer goals,
including meta-goals, based on the situations in which
the planner finds itself; the projector is used to guess
what the future will bring based on the planner's current
beliefs and plans. As the goal detector has access to the
hypothetical situations simulated by the projector, it can
detect problems with currently intended plans by notic-
ing their consequences in hypothetical realities. These
problems are dealt with by setting up meta-goals to try
to assure a more desirable future state of affairs.

We examined this model of planning in the particu-
lar domain of goal conflict resolution. Here we found use
for the meta-plans RE-PLAN (consisting of USE-NORMAL-
PLAN  and USE-ALTERNATE-PLAN)  and  CHANGE-
CIRCUMSTANCE  for the mcta-gnal RESOLVE-GOAL-
CONFLICT. Both meta-plans make use of the powerful
sub-plan MAKE-ATTRIBUTION. For the related goal of
CFOOSE-MOST-VAL.UABI.E-SCENARIO, the SIMULATE-AND-
SELECT meta-nlan 1s used Lo create alternatlives involv-
ing goal abandonment and partial goal fulfillment.
MAKE-ATTRIBUTION was found to be useful here as well.

We are currently attempting to test these ideas in
Lwo programs. PAM, a story understanding system, uses
kriowledge aboul goal interactions to understand stories
involving multiple goals. That is, PAM can delect situa-
tions like goal conflict and goal compelitinon, and, realiz-
ing thal these threaten certain ineta-goals, PAM will
interpret a character’'s subsequent behavior as a meta-
plan to address the negative consequences of these
interactions. Thus PAM makes use of the knowlcdge
structures described above, but of course, it does not
test the model of planning per sc.

Both the model of planning knowledg? and of plan-
ning is being used in the development of ’ANDORA (Plan
ANalyzer with Dynamic Orgenization, Revision and Appli-
cation). PANDORA is given a description of a situation
and delermines if it has any goals it should act upon. It
then creales plans for these goals, using projection to
test thermn. New goals, including meta-goals, may be
inferred in the process, possibly causing PANDORA to
revise ils previous plans
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The following is an example of the kind of planning

situation that PANDORA can handle. PANDORA s
presented with a task that requires it to get some nails
and to get a harnmer. PANDORA proposes the normal
plans for these goals, which require it to go to the store,
buy the desired item, and return. As the plans involve
some common preconditions, the meta-theme "DON'T
WASTE RESOURCES" causes PANDORA to have the meta-
goal COMBINE-PLANS. A meta-plan associated with this
goal synthesizes a new plan that involves going to the

store, buying both objects, and returning.

PANDORA can also detect and resolve a number of
goal conflict-base situations. In addition, PANDORA is
being used to model the planning processes of a human
who needs to cook dinner during a power failure, in
which most of the normal plans for one's goals will not be
effective.
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Abstract

In this paper we present a framework for describing cooperative work in informal domains such as an office. We argue that
standard models of such work are inadequate for describing the adapubility and variability that is observed in offices, and are
fundamentally misleading as metaphors for understanding the skills and knowledge needed by computers or people o do the work.
The basic claim in our alternative framework is that an agent's work is defined in terms of making and fulfilling commiunents to
other agents. The tasks described in those commitments are merely agreed upon means for fulfilling the commitments, and the
agents involved in the agreement decide in any given situation how and whether a given commitment has been fulfilled. We also
claim that in informal domains. descriptions of tasks, functions. and procedures are neccessarily incomplete and imprecise. They
result from negouiations among the agents and scrve as agreed upon specifications of what 1s to be done. The descriptions evolve
during their use in continuing ncgotiations as situations and questions arise in which their meaning is unclear. These claiins imply
that for a given situation an agent using such descriptions must be capable of interpreting imprecise descriptions, determining
effective methods for performing tasks, and ncgotiaung with other agents to dctermine task requirements.

Introduction

In this paper we present a framework for describing cooperative work in
domains where there is no agreed upon formal model of the tasks and
functions to be donc, nor of the procedures for doing them (i.c., in
informal task domains). Most of the work people do is in such informal
domains where it is not feasible to create precise statements of the tasks
to be done, the situations in which they arc to be donc. the resources
available, nor the capabilitics of the processors doing them.  For
example, people are regularly confronted with task descriptions such as
“write a progress report on the project”, “describe the itemms to be
purchased”, "yicld right of way”, "kcep your cye on the ball”, or “slice
chicken breasts very thinly into julienne strips”

The project that produced this framework has been focused on the
problems of automating office work nvolving the use of prespecified
procedures, and our cxperiences with those problems motivate and
provide examples for the discussions in this paper. However, the results
reported here are intended to be generally applicable in any task domain
where tasks and procedures are informally specificd, and agents enlist
cach other's help to achieve their individual goals.

We began our office automation cfforts by attempting to develop 32
model of the work being automated that would provide a basis for our
system design efforts.  We were particularly interested in describing the
skills and informauon nceded to do the work, and in accounting for the
adapubilty and variability of methods used by people i performing
their tasks.

Our initial thesis was that office procedures are like computer programs
and they are “executed™ by a collection of office workers in a mannc:
analogous to a collection of computers exccuting a program. [t scemed
simple matter (o automate officc procedures by storing them in
computenized data base as if they were programs. Then. at each step it
the exccunion of the procedures in an office the computer could do the
step itself, or tell the person doing the step what operation to do anc
then monitor the  results.

As we proceeded, fundamental problems arose that led us to questios
our thests [Fikes and Henderson].  One such problem was that ou
model did not account for the variability in the way tasks ar
accomphshed.  For example, an office worker has more options i
following a procedure than our model described.  He can choose t
ignore some of the requirements of a task (c.g.. leave some ficlds of

form blank), rencgotiate the rcquircments of a task (c.g., request
eatension of a deadline), or use some mcthod other than the standard
procedure for performing a task.

A sccond problem was that our model did not account for the
difficultics related to working with informally specified tasks, functions,
and procedures.  For example, the informality of office work makes
infeasible the specification of precise algorithms for performing tasks.
Situations occur in which the available procedures do not indicate what
to do (c.g.. a vendor claims that goods were delivered, but no record of
their arrival can be found), what is indicated cannot be donc (c.g., a
deadline has already past), or what is indicated is not the preferred
method for performing the task (e.g., because an uncxpected resource is
available).  Hence, the work involved in using office procedures is
qualitatively different from the work involved in cxccuting a formal
algorithm.

We concluded, then, that modeling procedural office work as simple
program cxecution is an inadequate basis for automating it and is
musicading as a metaphor for understanding the skills and knowlcdge
nceded by computers or pcople to do the work. That conclusion led us
to scarch for alternative ways of modcling cooperative work that would
account for the way office tasks are actually performed, and would
inform us regarding the required skills and knowledge. This paper
presents the initial results of that search, an alternative based on the
agreements made by agents performing the work and agents for whom
the work is done (see [IFlores and {.udlow] for another analysis of ofTice
work based on such agrecments).

Analyzing Cooperative Informal Work

The Social Nature of Tasks and Functions
Tasks

We begin by analyzing a simple work situation in which an agent has a
task that he wants donc. For the purposes of this discussion we will
consider a task to be defined as a sct of goals to be achieved while
maintaining a set of constraints. The basic tenet of our model is that
tasks are cssentially social in naturc in that they are done by onc agent
(a contractor) for some other agent (a client). The situation where an
agent docs a task for himsclf is the special case in which the client and
contractor arc the same agent.
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A client (i.c.. an agent who wants a task donc) can choosc Lo cnlist some
other agent to be the contractor for a task. ‘Ihe client accomplishes that
cnlistment by cstablishing a “task contract” with the contractor (sce the
work on contract nets [Davis and Smuth] [Smith] for a detailed model of
how such contracts are cstablished). We model a contract as consisting
of a collection of commitments, cach made by one of the contracting
agents to another of the contracting agents. A task contract is an
agreement between two agents containing a commitment by one of the
agents (the contractor) to do a task for a second agent (the client). ‘The
contract may also contain other commitments, such as a commitment by
the client to remunerate (i.c., achicve some goal for) the contractor in
rcturn for accomplishing the task.

In order for 2 task contract -to be cstablished. the client and contractor
must agree on the task that is to be performed. ‘Their negotiations will
producc an agreed upon description of the task, and the commitment will
be a statement of intent to do the described task. ‘Ihercfore, we consider
cooperative tasks as being defined by a social process, and as
representing a necgotiated agreement between the client and contractor.

Note that a task contract establishes a goal for the contractor of fulfilling
his commitment to the client, and performing the described task is only
a means for achieving that goal. That obsen ation is onc of the bases for
our explanations of the bchavior vanations obscrved in human
cooperative work situations. ‘That is, the agreced upon task description
provides the contractor with a sct of sufficient conditions for fulfilling
his commitment. and thercfore represents one method of achicving his
goal. However, any actions by the contractor that result in the client
agrecing that the commitment has been fulfilled will achicve the
contractor's goal. For example, the contractor may choose to achieve
some variation of the task’'s goal, ignore some of the constraints,
convince the client that the task shouldn’t be done, ctc. He is free to
usc whatever mcthod he thinks will succeed and is most desirable for
him in the context of his other goals and constraints.

In order for a contractor to make usc of the flexibility available to him
in fulfilling his commiunent, he must know who the client is, the client
must be accessible to him for negotiation, and he contractor must be
capable of planning and performing alternative courses of action to those
described in the task contract.

Functions

Often in human work situations, a person will agree to perform a given
type of task whenever a given set of conditions occur; that is, he will
agree (o perform a “function”  For cxample. a buyer in a corporate
procurcment department may agree to issuc a purchase order whenever a
properly exccuted purchase request is received.  Also, procedures are
typically designed as mcthods for performing functions rather than
individual tasks and are used whencever the function's task is to be done
(c.g.. the procedure for issuing purchase orders). Hence, in order to
describe those situations, we will gencralize our discussion to include
functions as wcll as tasks.

As with tasks, one method available to a client for performing’a function -

is (o establish an agreement (a “function contract™) with a contractor in
which the contractor commits to do the function for the client  The
contract will contain an agreed upon description of the function to be
performed by the contractor.  For our discussion, we will consider a
function description to consist of a parametenzed task description and
paramctenzed set of preconditions such that any given instance of the
precondions defines an instance of the task. Whenever an instance of
the preconditions becomes true. the contractor agrees to perform the
corresponding instantiated task.

As with tasks, the contractor's goal is to fulfill his commitment and the
agreed upon function description provides him with a set of sufficicnt
conditions for achicving that goal. Fach time the function's
preconditions become truc. the contractor can choose to do whatever
actions he thinks will satisfy the client

Note that in the transition from task to function a new subtask has been
introduced: namely, recognition of the occurrence of the preconditions.
Hence, an agent who has committed to perform a function must
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cstablish monitors that recognize situations in which an instance of the
function’s task is to be perfonned.

Tasks and Functions in Informal Domains

An agent performing a function depends on the function description to
specify cach situation in which he is to do somecthing and in cach of
those situations the task that he is to perform. In informal domains, use
of those descriptions becomes problematic because of their inprecision
and incompleteness (What is a "pioperly exccuted purchase request™?)
[Suchman). Hence, the contractor is confronted with the new subtasks in
cach situation of interpreung the function description to determine
whether a task is to be done, what the task would be, and then after
doing somcthing whether the task has been accomplished.

We claim in our model that the sole criteria for an acceptable
interpretation of these descriptions is agreement by the contractor and
client. That is, the function and task descriptions are part of the contract
between the contractor and client, and those agents are the final
authority as to what thosc descriptions mecan and whether they have
been satisfied.  For example, the mcaning of "describe the items to be
purchased™ on a purchase requisition form is worked out in each case by
the requisitioner and the procurement department buyer, for whom the
description is being created.

The interpretation of task and function descriptions in any given
situation is therefore a subject for ncgotiation between client and
contractor. ‘That is. if a commitment description is not sufficicntly
precise or complete for the contractor to determine what he should do in
a given situation, then additional ncgotiations with the client are
nccessary.  Hence, in informal domains, the ncgotiation processes that
produce commitment descriptions continue during the fulfillment of
those commitments and become an integral part of the work required to
fulfill them.

Agents performing functions in informal domains must be capable of
determining appropriate interpretations of imprecise descriptions and of
recognizing when the description is sufficiently inadequate to warrant
rencgotiation  with  the client.  When agents are skilled in those
capabilities. the difficult and time consuming process of creating
comprehensive function and procedure descriptions can be avoided.
Descriptions can be allowed to build up incrementally by gencralizing
the ecxpericnces gained in particular situations.

l'unctions as Operators for Planning

Functions play the samc role as opcrators in standard Artificial
Intclligence planning and problem solving frameworks (for cxample,
[FFikes and Nilsson]) in that they can be used by agents to achieve goals.
We said carlicr that an agent who wants a task donc can cnlist a second
agent to do the task by cstablishing a task agreecment with the second
agent.  FFunctions provide an alternative mcthod of cnlisting a second
agent to do a task. ‘T'hat is. if the sccond agent is a contractor who has
made a committment (it doesn’t matter to whom) to provide a function,
and the wsk that the first agent (“the consumer™) wants done is an
instance of that function’s task, then the consumer can cause the
contractor to do the task by persuading him that the appropriate instance
of the function’s preconditions are true. I the contractor refuses to do
the task, then the consumer can appeal to the function’s client,
altempting to convince him that the preconditions were sauisfied and that
the contractor did not fulfill his commitment to accomplish the task.

For example, if an employec of a small company wants to obtain some
cquipment for usc in his work, then he can achicve that goal by
obtaining the appropriate authorizations and submitting the appropriate
forms to the company’s procurement deparument.  ‘The procurement
department has made a commitinent to the company president to be the
contractor for the function of purchasing cquipment, and receipt of the
appropriate  forms and authorizations 1s the precondition for that
function. ‘The cmployee becomes a consumer of that function by
convincing the contractor that an instance of its preconditions have
become true. If the procurement department refuses to provide the
advance, the employec can complain to the company president that they
are not performing their function.



In deciding to use a function. the consumer has replaced his original task
with the new task of persuading the contractor to do the oniginal task,
Notice that the method for accomplishing the new task 1s o convince the
contractor that an instance of the preconditions have been satisfied,
rather than simply to make an instance of the preconditions true. ‘The
consumer is free to ncgotiate with the contractor as to what he will
accept as satisfactory cvidence that the preconditons are true.  For
cxample, the cmployce requesting an  cquipment  purchase might
convince the procurement department that a phone call from the
employee’'s manager 1s sufficient in that casc (n authonze the purchase.
If the preconditions are informally described, then there is the additional
issuc to be resolved in those negotiations of determining an agreed upon
interpretation of the descriptions in the situation.  For example, the
cmployee might ask the procurement department o accepl a memo
requesting the purchase rather than the standard form. ‘This is another
casc where ncgotiations during the performance of a task are vital to its
completion and where variability is introduced by the onc-time
agrcements that result from those negotiations.

Subcontracting to Perform Tasks and Functions

Consider again the basic situation in which a client wants a task done
and has obtained a commitment from a contractor to do the task. We
could then describe the contractor’s situation as one in which he wants a
task done. and that he has the option of persuading yet a third agent (a
“subcontractor”) to do some or all of the task for him. ‘The
subcontractor then is in the same situation and has an option to cnlist a
fourth agent, etc. The same description holds for functions as well as
Lasks.

We are interested here in examining the role that the contractor’s client
plays in the work of a subcontractor. For that purpose it is sufficicnt to
consider the three agent case where a contractor and client have an
agreement in which the contractor commits to perform a function, and
the contractor instead of performing the function himself cstablishes an
agreement with a subcontractor in which the subcontractor commits to
perform the function. In that case, the contractor's client then becomes
the consumer for the subcontractor’s function.

We can augment our purchasing example by considering the function
contract between the company president and the cmployce. In that
contract, the president commits to purchase cquipment for the employce
whenever he submits an authorized request.  Instead of doing the
purchasing himself, the president contracts with  the procurement
departinent to do it. flence, a subcontracting relationship exists in which
the employee 1s the consumer, the company president is the contractor,
and the procurement department is the subcontractor. Figure 1 indicates
the structure of the two contracts that establish those relationships.

Main Functron Contract:

Client:  The cmployce
Contractor:  'The company president

Function Description:  Purchase cquipment for the cmployce
whenever he subinits an authorized request.

I'unction SubContract:

Client:  The company president
Contractor:  Ihe procurcment department
Consumer- 'The employee

Function Description:  Purchase equipment for the employee
wheneser he submits an  authorized request

Iigure 11 Fxample suhcontracting situation in an office

Ihe contractor wants the function done in order to fulfill his
commument to the consumer. The commitment of the subcontractor to
perform the function can therefore be considered as being to fulfill the

contractor's commitment to the consumer.  Satisfaction of the consumer

is a sufficient conditton and important method for the subcontractor to
fulfill s commuunent.  ‘Ihe subcontractor can therefore do whatever he
thinks will convince the consumer that the contractor’s commitment to
him has bheen fulfilled.

The consumer therefore plays an important role in the subcontactor's
work and is an additonal agent with whom the subcontractor can
ncgouiate o determine what is required of hin in a given situation. As
before. if the work is being done in an informal domain, then
dctermining agreed upon interpretations of the descriptions in particular
situations is an additional issuc for negotiation. I the subcontractor and
the consumer agree on what is to be done, then the contractor need not
enter into the negouations or even know what was agreed on because his
commitment to the consumer is being (ulfilled and the commitment to
him by the subcontractor is being fulfilled.

If. in a given situation, the subcontractor and consumer cannot agree on
the task to be done, then they both can appeal to the contractor for help.
The subcontractor can argue that his commiuncnt to the contractor does
not include what the consumer is asking for, and the consumer can
argue that the contractor's commitment to him is not being fulfilled.
Hence, the contractor needs to enter into the negotiations only when the
subcontractor and the consumer cannot agree.

For cxample, when the employce requests the equipment purchase, the
procurement department buyer may attempt to satisly the employce by
convincing him that he should use previously purchased cquipment or
that he should rent equipment. He may persuade the employee to help
find an appropriatc vendor, and 1n rcturn agree to obtain the
authorizations for the purchasc that arc normally part of the employee’s
responsibility.  Such localized one-time agreements between agents occur
regularly in office settings, and are an important aspect of the variability
and adaptibility that characterize office work.  Standard computer
program description techniques (e.g., flow charts) are hopelessly
inadequate for describing such activity.

So, we sce that the consumer is a source of information for the
subcontractor about what is to be done and an authority on when the
task has been completed.  Also, the consumer acts as a monitor for the
contractor as to whether the subcontractor has done his job, since it is
the consumer who cares whether or not the task is accomplished. The
interdependencies among the consumer, contractor, and subcontractor
discussed in this section are summarized in Figure 2.

For the consumer:

The subcontractor:
Performs the desired task.
The contractor:
Settles disputes with the subcontractor.

For the contractor:

The subcontractor:
Fulfills the commitment to the consumer.
‘I'he consumer:

Provides remuncration for doing the task, and monitors the
subcontractor’s work.

For the subcontractor:

The consumer.

Helps interpret the task description, and Indicates when the task
is completed.

‘The contractor:

Provides remunecration for doing the task, and helps settle
disputes with the consuiner.

Figure 2: Summary of the Consumer, Contractor, Subcontractor
Relationships
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The Social Nature of Proccdures

Now consider a situation 1n which an agent has a function he wants
donc and a procedure describing how to do it.  We will call the agent
who has the function “the procedure’s manager™ and the function "the
procedure’s function”™ A procedure describes a method for doing a
function n terms of a collection of steps to be done in a specified order,
and thereby provides a means for the procedure’s manager to organize a
colleccuon of agents to perform the procedure’s function.  ‘That is, the
procedure’s manager has the option for cach step of the procedure of
obtaining a commitinent from some other agent to do the step (ic., of
“installing the step™). If he obtains such a commitment for cach step of
the procedure (1.c., if he "installs the procedure™), then the agents who
agreed to do the steps (i.c., the “step contractors™) will do the function
for him. For example, if 2 procurement department manager is assigned
the function of purchasing equipment for employecs, then he can cither
find or create a procedure for performing that function and install the
procedure by obtaining commitments trom the people in his department
to be step contractors for cach of the procedure's steps.

In formal domains, opcration descriptions can be provided for each step
in a procedure that are guaranteed to sausfy the designer’s intention for
the step (c.g., add x to y). Then the commitment of a step contractor is
to perform the step’s operaton 1n a manner that satisfies the formal
description.  The contractor necd not have any model of the results
cxpected from his step or of the role they play in performing the
procedure’s task. His total sphere of concern is to perform the operation
as specified. That is the style of procedure exccution done, for example,
by a typical programming language interpreter.

In informal domains, there arc no guarantces that a procedure will
successfully accomplish 1ts task. ‘Those guarantees are lost because the
procedure. its task. and the situations in which it will be used are
imprecisely descrnibed.  Hence, procedures in informal domains are only
prowotypes of methods for performing tasks.  They suggest a way of
decomposing a task into sieps, and perhaps indicate how the task is
typically performed, but they do not alleviate the nced for problem
solving in cach specific situation to deternine how to perform a task.
The user of an informal procedure is confronted with the subproblems
of detcrmining the mcaning of the procedure in the specific situation
and whether it will be applicable or effective.

A basic problem in informal domains with installing procedures to
perform functions is that one must commut at the time of installation to
the decomposition specified by the procedure.  If indced as we argued
above, that decomposition is only suggestive and needs to be reexamined
cach ume the procedure is used. then the strategy of installing a
procedure is an incflTective mcans of transfering the work from the
procedure’s manager to the step contractors. Fhe challenge then is to
describe and install procedures in a manner that maximises their
adaptibility and flexibility.

Procedure Steps as Iunctions

An important way of mcecting the challenge of compensating for the
inadequacies  of informally specified procedures is to add to the
description of cach step a description of the funcrion to be accomplished
by that step (1c. the goals to be achicved and constraints o be
mamtained cach time the step is perforimed). FFor example, add to a step
described as "Submit to procurement an authorized purchase request”
the function description "Whenever an cmployee wants cquipment
purchased. achieve the goal:  Procurement knows the cmployce wants
cquipment purchased and has the nformation and authorizations
necessary to make the purchase”.

A function description specifies the requirements of a step without
reference to how those requircments are to be perforined and thercfore
provides the opuion of using whatever method 1s appropriate in a
particular sitwation to accomplish the function’s task.  The agent
performing a step can use the function description to evaluate whether
the action described for the step is an appropriate mcthod in a given
Qtuation, to plan alternative methods for performing the step, and to
cvaluate whether his actions accomplished the step.

Adding functuon descriptions to steps results i procedures applicable to
a wider range ol sitwatons because it allows the agents performing the
steps to take into consideration propertics of the situation such as
resource limitanons and interactions with other tasks that may not have
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been known at the tme the procedure was designed. ‘The work involved
i using those funcuon descriptions is sigmificantly different from the
work of performnng steps described as operations.  In particular, it
myolves sublasks of planning 10 determine 4 method to use, and
monttormg to determine whether the method accomplished the function.
However, an agent capable of cffectively performing those subtasks can
better determine the appropriateness of his results and can successfully
perform his step in unexpected  situations  [Fikes].

Subcontracung Within  Procedures

Our descripuion of procedure installation thus far would predict that cach
ume a procedure step s activated and the step contractor does soinething
other than the task described in his agreement with the procedure's
manager, that the contractor must obtain an acknowledgement from the
manager that what he did sausfies his commitment.  In actual practice in
offices. there 1s a broad vanahity of behavior in the performance of
procedure steps. and only rarcly is that bchavior accompanied by
interaction with the procedure’'s manager (typically the step contractor’s
supervisor).  Instead, there are frequent negotiations among the agents
domg the steps of the procedure.  ‘Thuse agents arc not generally
working for each other and have made no apparent commitments (o
cach other. How do we explain their negotiations and the role those
intcractions  play in thair work?  In this scction we model those
intcractions by cxtending our description of procedure installation to
include the subcontracting relattonships that arc cstablished among the
step  contractors.

We can apply our analysis of subcontracting to the performance of
procedure  steps by idenufying the commitments made during a
procedure nstallation and considering the “functional role” played by
procedure steps. A step’s functional role 1s the rationale used by the
procedure designer for including the step in the procedure (e.g., achicve
a poal of the procedure’s task, satisfy a precondition of some other step
in the procedure). That rationale s therefore the defining basis for the
function to be performed at that step [Vanl.chn and Brown).

The function to be performed at cach step of a procedure has a sct of
preconditions as part of its description.  ‘The designer of a procedure
must assurc that when a given step s to be performed, its preconditions
are satisficd. ‘Ihat design goal is satisficd by including other steps carlicr
in the procedure that will cause those preconditions to be satisfied. ‘The
functional role of those carlier steps, therefore, is to satisfy the
preconditions of the later step.

We can characterize a function’s preconditions as  consisting  of
“activation conditions”, the occurrence of which signals the contractor
that an instance of the function’s task 1s to be done, and “ecnabling
conditions”, the sausfaction of which provides the context nceded by the
contractor to perform the task. For cxample, the function performed by
a buyer in a procurcment department is activated when he receives a
purchase request and is cnabled when he receives authorization to make
the purchase. We distinguish, therefore, between steps whose functional
role is o activate other steps and those whosc role is to enable other
steps.

We make use of that distinction in describing the contract that installs a
procedure step.  That contract contains a commitment by the step
contractor to perform the step's function whencver the step's activation
conditions occur and a commitment by the procedure’'s manager lo
sausfy the step’s cnabling conditions whenever the activation conditions
occur. IFor example. an accounting dcpartment clerk (the step
contractor) may make a commitment to his manager (the procedure’s
manager) to respond to vendors’ invoices whenever one is received. The
manager would, in turn, agree to provide the clerk with the purchase
order. packing slips, and other supporting documents necded to respond
appropriately to the vendor.

The procedure’s manager sausfies his commitiment to satisfy a step's
cnabling conditions by installing those procedure steps whose functional
role is to enable that step.  Hence, an agent who is performing a step
whose functional role is to cnable some other step is in cffect a
subcontractor whose consumer is the agent performing the step he is
cnabling. In the accounung department example above, the agents who
supply the clerk with the supporting documents are subcontractors whose
consumer is the clerk.


file:///mprcc/sc/v

Our carlicr comments about the role that a consumer plays in the work
of a subcontractor therefore apply here. The agent doing the step heing
enabled and the agent satisfying the enabling condiion negotiate with
each other to determine what the cnabler's task 1s in problematic
situations, and the procedure’s manager is brought into the negotiations
only when they cannot agree. Also, the agent being cnabled acts as a
monitor on the cnabler for the procedure’s manager.

The analysis of subcontracting applics to any procedurc step whose
functional role involves providing a result to some agent other than
directly to the procedure’s manager. In those cases the agent providing
the result is fulfilling a commitment made by the procedure’s manager to
the consumer of that result (or to a client of that consumer). Hence, the
consumer and producer can work out together what is to be provided.

We conclude from this discussion that an important way of increasing
the adaptibility of a procedure is to include in the description of each
step the functional role of the step. If that functional role involves
fulfilling a commitment of the procedure’s manager to some third agent,
then the description should include the identity of that agent, and the
step contractor should have access 10 him for ongoing negotiations.

Summary and Conclusions

In this analysis we have described a framework that identifics the sources
of vanability and adapltibility observed in human cooperative work
situations. Our basic claim is that an agent's work is defined in terms of
making and fulfilling commitments to other agents. The tasks described
in those commitments arc merely agreed upon means for fulfilling the
commitments. The agents involved in the agrecment arc free in any
given situation to decide how and whether a given commitment has been
fulfilled. Hence, nonstandard methods and outcomes may be considered
acceptable even though they do not correspond to the described tasks,
functions, and procedures.

We claimed that descriptions of tasks and functions result from
negotiations between clients and contractors, and serve as agreed upon
specifications of what the contractar is to do. In informal domains,
thosc  descriptions are  necessarily  incomplcte  and  imprecise.
Determining their intended meaning in specific situations is an important
component of the work. That dectermination involves continuing
negotiations as situations and questions arisc in which the mcaning of
the dccriptions is unclear.

Procedures provide a means for organizing a collection of agents to
perform a function. In informal domains, procedures represent only
prototypes of mcthods whose mcaning and applicability in specific
situations is unclear. Their use requires problem solving and
negotiation to dctermine an cffective mcthod in a given situation.

Information Nceded To Do Cooperative Procedural Work

This framework characterizes the information nceded by agents doing
cooperative work and the role that the information plays in their work.
In gencral, it indicates that an agent nceds descriptions of the task and
function contracts to which he has agreed, and the functions available to
him.

For each task or function commitment that an agent has made, he necds
to know the agreed upon task or function description (because it
provides a sct of sufficicnt conditions for fulfilling the commitment), the
agent to whom the commitment was madce (so that the contractor knows
whose satisfaction he is trying to obtain), and the consumer of the resu'ts

of the task or function in the case where the commitment is a
subcontract (because satislying the consumer is a sufficient condition for
fulfilling the commitment).

An agent needs to know the functions available to him so that he can
usc them as steps in plans he forms to accomplish his tasks. In order to
use a function, he neceds a description of its task (so that he can
determine whether the function can be used to accomplish his task), its
preconditions (because they describe a means for initiating performance
of the task). the identity of the contractor (so he will know who he must
persuade to perform the task). and the idenuty of the client (so he will
know who to appceal to if he fecls that the contractor is not adequately
performing the function).

Information Needed From a Procedure Description

We have also indicated information that is necded from the description
of an informal procedure in order for the proccdure to be used
adapuively and flexibly. The description should identify the procedure's
manager (so that cach step contractor knows whose satisfaction he is
trying to obtain). and cach step of the procedure should be described as
a function (so that the step contractor can choose his own method of
performing the step). If satisfacuon of an enabling condition of a step is
subcontracted to another step, then the description of the step being
enabled should identify the enabling stcp and who is performing it (so
that the contractor for the enabled step can negotiate with the enabler
and monitor his performance).  Finally, as noted above about all
functions, if a step is a subcontract, then its description should identify
the consumer of the subcontract (becausc satisfying him is a sufficient
condition for fulfilling the commitmcpl).

Implications for Office Automation

This framework is serving as a basis for our exploration of how
computer-based systems can cffectively participate in procedural work in
offices.  We have reported in carlicr papers our preliminary results in
this regard ([Fikes] and [Fikes and Henderson]) and will not attempt to
describe our current cfforts in detail here. Instead, we will conclude this
paper with some general remarks on office automation to suggest the
uscs we are making of the commitment-based framework.

Our discussion indicates that in informal domains, “intelligent”
capabilities such as planning, plan monitoring. and ncgotiation are
required to do cven simple cooperative work. Current computer-based
systems that claim to automate such work in offices do not have those
capabilities. They require precise descriptions of their function and how
to perform it.  Thercfore, they can "commit" to doing only a
formalizable approximation of the function dcsired by the client. They
arc incapable of performing the function in situations that do not match
the assumptions of the formalization, and can not adapt thcir methods to
account for uncxpected features of a particular situation such as resource
limitation changes or interactions with other tasks. In addition, they
require more cffort by the client to establish their task or function
contract since they have no capability of interpreting vague descriptions
and only very limited capabilitics for rccognizing situations where a
description is inapplicable.

All 100 often, designers and installers of office automation equipment do
not realize the unformalizable subtictics of the work being automated,
and thercfore do not anticipate the differences betwecen what the
cquipment is going to do and what the pcople did whom it is replacing.
Thosc differences often cause major uphcavals in an organization
because they change the work requirements of all the agents who
interact with the equipment. A major goal of the analysis described in
this paper has been to provide a model of the unformalizable aspects of
office functions being overlooked by current automation cfforts so that
the differences in functionality introduced by the automation can be
predicted and compensated for.

Automation can increase productivity in an office by supporting, as well
as replacing, people in their performance of office functions. For
example, the framework we have described suggests ways of supporting
office work by providing agents with the information they nced when
they need it. It also suggests a facilitator role for a computer-based
system using knowledge of who the clients, contractors, and consumers
are for cach task being performed. By knowing who must be satisfied
by cach result, a system would bce able to monitor and track the
performance of a task without nceding to understand the methods being
used or the semantics of the task itself.
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A COGNITIVE SCIENCE APPROACH TO IMPROVING PLANNING

Barbara Hayes-Roth
Rand Corporation
Santa Monica, CA. 90406

INTRODUCTION

Planning is the predetermination of an intended
sequence of actions aimed at achieving a goal. We all
engage in planning for a variety of goals, ranging
from everyday goals like performing a set of errands
to more consequential goals like making a career
change. Whether or not we achieve our goals depends
in part on the quality of our plans.

During the past few years, my colleagues and I
have been studying the cognitive processes people use
for planning. When we began this work, most of the
earlier scientific research on planning had focused on
the development of automatic planning systems (e.g.,
Fahlman, 1974; Fikes, 1977; Sacerdoti, 1974, 1975).
Other research had examined the role of plans in human
behavior (e.g., Ernst & Newell, 1969; Miller,
Galanter, & Pribram, 1969). However, little was known
about the psychology of planning per se--how to
identify effective planners, what special skills or
strategies effective planners use, and what task
factors impact on planning effectiveness. Because our
long-range goal was to develop computer aids for human
planners, we felt that understanding these
psychological issues was an important first step.
Accordingly, we embarked on a program of research
designed to elucidate the cognitive processes
underlying planning and to develop a computer aid that
exploits cognitive strengths and compensates for
cognitive weaknesses.

Of course, there are many different kinds of
planning, depending upon the number of planners
involved, the planning environment, the type of goals
under consideration, the action options, etc. For our
research, we chose to focus on individual planning of
multiple-task sequences in a spatial environment. This
task domain is well-defined and manageable. At the
same time, it is general enough to apply to a variety
of specific real-world planning tasks (e.g., planning
travel itineraries, planning delivery routes, planning
factory inspections, planning tactical missions). For
our research, we wanted an instantiation of this task
that was both realistic and familiar to the people who
would serve as subjects in our experiments. We chose
the following errand-planning task:

a list of desired errands

a map of the local environment

starting and ending times

starting and ending locations

temporal constraints

contextual information

which errands to accomplish

how much time to allocate for each errand
in what order to conduct the errands

by what routes to travel between successive
errands.

Given:

Plan:

Our research program comprises the following
tasks:
1. Develop a cognitive model of the planning process.
2. Conduct experimental investigations of the model.
3. Apply the model in studies of individual differences
in planning skill.

4. Apply the model in studies of planners' deficiencies
and their vulnerabilities to task factors.

5. Infer principles for improving planning performance.

6. Design a computer aid around the inferred principles.

7. Implement the computer aid.

§. Test the computer aid in real planning environments.

We have completed tasks 1-5 and have recently begun
working on task 6. This paper summarizes our work to
date.

A COGNITIVE MODEL OF THE PLANNING PROCESS

Our model of the cognitive processes underlying
planning behavior exploits the theoretical
architecture of the Hearsay-II speech-understanding
system (CMU Computer Science Research Group, 1977;
Erman & Lesser, 1975; Lesser, Fennel, Erman, & Reddy,
1975; Lesser & Erman, 1977; Hayes-Roth & Lesser,
1977). It also incorporates principles developed in
the research on automatic planning systems and on the
role of plans in human behavior mentioned above. The
model has three basic components: specialists, a
"blackboard," and a control regime. Each of these is
discussed briefly below. (See Hayes-Roth & Hayes-
Roth, 1979, for a more detailed discussion of the
model.)

Specialists

Specialists are the mental processes that
generate decisions for incorporation into the plan in
process. For example, one specialist might generate a
decision to establish a particular goal for the plan.
Another might generate a decision to take a particular
action toward achieving that goal.

We operationalize specialists as condition-action
rules, similar to the production rules of Newell and
Simon (1972). The condition part of the rule describes
the circumstances under which the specialist can make
a contribution to the plan. Ordinarily, the condition
requires that some other planning decision has already
been made. When that condition is satisfied, we say
that the specialist has been "invoked." The action
part of the rule describes the decision the specialist
can contribute to the plan if it is "executed."

We assume that a given individual possesses many
planning specialists. Some of them are generic and can
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make contributions to all planning problems. Other
specialists are domain-specific and can make
contributions only to planning problems in their
particular domains. We also assume that the many
specialists an individual brings to bear on a planning
problem operate independently. They do not communicate
or influence one another's behavior directly. However,
they can communicate and influence one another's
behavior indirectly, as discussed in the next section.

The Blackboard

The blackboard is a structured internal data base
in which executed specialists record their decisions.
All specialists can also inspect the blackboard and
respond differentially to the presence of different
kinds of information. In this way, specialists
indirectly communicate and influence one another's
behavior.

The model partitions the blackboard into five
conceptual "planes" that distinguish the different
kinds of decisions we think planners make. The meta-
plan plane contains decisions about how to approach
the problem, what kinds of problem-solving strategies
to use, what kinds of policies should guide plan
development, and what kinds of criteria should be used
to evaluate tentative plans. The plan abstraction
plane contains decisions characterizing the kinds of
actions that should be included in the plan. The
knowledge base plane contains data, assumptions, and
knowledge about the world that might be useful in
instantiating plan abstraction decisions. The plan
plane contains decisions about the plan itself. These
decisions are typically instantiations of plan
abstraction decisions, based on information in the
knowledge base. Finally, the executive plane contains
decisions about how to sequence the execution of
invoked specialists during the planning process. These
decisions determine the order in which decisions are
generated on the other planes of the blackboard.

The model further partitions each plane of the
blackboard into different "levels of abstraction." To
illustrate, the plan plane has four different levels
of abstraction. The outcomes level contains decisions
about the goals of the plan. The design level contains
decisions about the general spatial-temporal
organization of the plan. The procedures level
contains decisions about the actions planned within
that spatial—temporal organization. The operations
level contains decisions about the low-level
operations necessary to carry out those actions. The
other planes have similar levels of abstraction.

The blackboard structure outlined above serves
two functions. First, it embodies our model of the
psychological categories of planning. Thus, it
distinguishes our model from other planning models and
provides one basis for evaluating the model's

24

psychological validity. Second, the blackboard
structure improves computational efficiency by
permitting specialists to restrict their inspection
activities to those areas of the blackboard likely to
contain information of interest.

Control Regime

According to the model, planning proceeds in a
series of "cycles." On each cycle, many specialists
may be invoked. One specialist is scheduled to execute
its action next. It does so, recording its decision at
an appropriate location on the blackboard. The
recording of a new decision signals the beginning of
the next cycle. This process repeats until the planner
has developed a satisfactory plan.

The process of scheduling one of the invoked
specialists on each cycle is another important feature
of the model. Most previous conceptions of the
planning process imposed upon it a strict,
hierarchical control regime. High-level abstract
decisions were made first and refined by later
decisions at successively lower levels of abstraction.
By contrast, our model assumes an opportunistic
control regime. Specialists are scheduled and
decisions generated in highly variable orders
determined by competing scheduling heuristics. We have
concentrated on two scheduling heuristics, focus of
attention and recency. The focus of attention
heuristic recommends scheduling specialists that
record decisions in pre-selected areas of the
blackboard. The recency heuristic recommends
scheduling specialists that have been invoked
recently, for example, on the last one or two cycles.
(Hayes-Roth & Lesser (1977) have recommended other
heuristics, such as efficiency and efficacy.) We
implement these heuristics by means of specialists
that record relevant decisions on the executive plane
of the blackboard.

The interaction of the focus of attention and
recency heuristics can manifest a variety of specific
control strategies, including the hierarchical
strategy mentioned above. We believe that the
flexibility embodied in the opportunistic control
regime is both a more accurate model of the
variability we observe in human planning behavior and
a more powerful approach to planning in general.

EXPERIMENTAL INVESTIGATIONS OF THE OPPORTUNISTIC MODEL

We conducted two kinds of experimental
investigations of the planning model: psyvchological
experiments and computer simulation experiments.

The psychological experiments provided support
for several of the basic assumptions of the model,
including the following: (a) that people make planning



decisions in each of the conceptual categories of

the blackboard; (b) that people formulate plans at the
postulated levels of abstraction; (c) that people
develop plans with both top-down and bottom-up
decision sequences; (d) that people effect alternative
control strategies for planning; and (e) that people
opportunistically exploit the information and
constraints available during planning. (These
experiments are discussed in detail in several
reports: Goldin & Hayes-Roth, 1980; Hayes-Roth,
1980;Hayes-Roth & Hayes-Roth, 1979; Hayes-Roth &
Thorndyke, 1980.)

The computer simulation was a LISP implementation
of the model with about fifty specialists. The
simulation served two functions. First, it
demonstrated the sufficiency of the model to account
for human planning behavior. The simulation produced
plans and planning protocols similar to those produced
by human planners. It also exhibited their
characteristic strategic flexibility. Second, the
simulation allowed us to explore some of the
computational properties of the model, providing more
general insights into distributed computation and
heuristic control regimes. (The computer simulation is
discussed in more detail in Hayes-Roth & Hayes-Roth,
1979, and in Hayes-Roth, Hayes-Roth, Rosenschein, &
Cammarata, 1979).

INDIVIDUAL DIFFERENCES IN PLANNING SKILL

The first application of the opportunistic model
was to individual differences in planning skill--why
are some planners more effective than others? The
model suggests three areas in which effective planners
might differ from ineffective planners: their
generation of decisions in different areas of the
planning blackboard, their flexibility in distributing
attention among the different areas of the blackboard,
and their repertoires of specialists.

We evaluated these hypotheses by examining the
planning processes of several planners with different
skill levels. We assessed a planner's skill level
based on the quality of the plans he or she produced.
The quality of a plan was a composite score reflecting
several interacting dimensions (e.g., efficiency,
constraint satisfaction, temporal realism). Planners
who achieved high plan scores were designated
effective planners; those who achieved low plan scores
were designated ineffective planners. We then
examined the planning process of effective versus
ineffective planners as revealed in thinking aloud
orotocols. Basically, we asked subjects to verbalize
their thoughts while they formulated plans. We then
analyzed these protocols, classifying statements as
representing particular planes of the blackboard or
levels of abstraction. Finally, we examined the
relationship between planning skill and the frequency
with which planners made different kinds of decisions.

The results supported all three hypotheses
advanced above. Effective planners generated
decisions in all areas of the planning blackboard,
whereas ineffective planners generated primarily plan
and plan-abstraction decisions. Effective planners
also generated decisions at different levels of
abstraction, whereas ineffective planners generated
primarily low-level decisions. Effective planners
showed greater attentional flexibility than
ineffective planners. They more frequently shifted
their focus of attention among the different planes of
the blackboard and among different temporal loci
within the plan itself. Finally, effective planners
exhibited many more specialists than ineffective
planners and they seemed to exploit powerful
specialists more actively. (These results are
discussed in more detail in Goldin & Hayes-Roth,
1980.)

PLANNERS' DEFICIENCIES AND THEIR VULNERABILITIES
TO TASK FACTORS

We next applied the model to an analysis of
general deficiencies in human planning and to the
deleterious effects of task factors. Using protocol
analysis methods similar to those described above, we
identified three task factors that impede effective
planning: constraints, complexity, and time stress.

Planners seem able to accommodate one or two
simple time constraints. However, as the number of
time constraints in a problem increases, planning
effectiveness deteriorates. Time-constrained tasks,
particularly those that appear late in the plan,
rarely satisfy their constraints. The problem lies in
planning strategy. The opportunistic model permits
alternative planning strategies and, for heavily
constrained problems, a constraint-based strategy is
appropriate. Apparently, however, most of our
subjects did not have a constraint-based strategy in
their repertoires.

Planners also have difficulty coping with
increasing problem complexity. As the number of tasks
under consideration and the number of alternative
possible plans increase, planners require
disproportionately longer times to generate
satisfactory plans. This problem also seems to lie in
planning strategy. Instead of adopting a strategy
which would restrict attention to a small number of
the most promising alternatives, our subjects appeared
willing to consider new alternatives throughout a
planning session.

The third deficiency in human planning lies in
the area of time estimation. Planners tend to
underestimate the time required to execute planned
actions and, as a consequence, to overestimate the
number of actions they can execute in the available
time. This tendency is exacerbated by time stress (the
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time required to execute all the actions under
consideration divided by the available time). Two
factors contribute to this problem. Planners typically
estimate time requirements at relatively high levels
of abstraction. Because they fail to enumerate all
time-consuming components of an action, they
systematically underestimate the time required to
execute it. Planners also respond to strong
motivational factors. Their strong desire to
accomplish all or most of the tasks under
consideration biases their time estimates toward
underestimation. (These results are discussed in more
detail in Hayes-Roth, 1980.)

PRINCIPLES FOR IMPROVING PLANNING PERFORMANCE
Based on the opportunistic model and the empirical
results summarized above, we developed the following

principles for improving planning performance:

Criteria for Selecting Planners

1. Large-capacity working memory. The

opportunistic model describes people's tendency to

". n . . .

jump around the space of possible considerations
while forming plans. This suggests that it may be
important for planners to have large-capacity working
memories in order to keep track of several aspects of
a developing plan simultaneously.

2. Attentional flexibility. Our studies of
individual differences in planning performance showed
that good planners shift attention among different
aspects of a planning problem more frequently than
poor planners. Therefore, attentional flexibility may
be another important characteristic of potential
planners.

3. Strategic flexibility. Our studies of top-
down versus bottom-up planning strategies showed the
impact of particular planning strategies on the
efficacy of the plans subjects produce and on the
efficiency with which they produce them. In addition,
some subjects appeared more willing than others to
adopt alternative strategies. Therefore, strategic
flexibility may be another important selection
criterion.

What to Teach Planners

4. Concepts of abstract plans, meta-cognitive
decisions, executive decisions, and knowledge-base
decisions. Our studies of individual differences
showed that good planners made decisions in all
categories of the planning blackboard, whereas poor
planners made only certain kinds of decisions. In
particular, high-level abstract decisions, world
knowledge decisions, metacognitive decisions, and
executive decisions distinguished good planners from
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poor planners. Therefore, planners should be taught
the roles of these types of decisions in the planning
process.

5. Domain-specific planning heuristics. Our
studies of individual differences also showed that
good planners had more different planning specialists
than poor planners. Therefore, planners should be
taught a variety of domain-specific planning
heuristics.

6. Costs and benefits of opportunism. There is
considerable evidence that most people employ some
amount of opportunism in the planning process.
Opportunism provides planners freedom to examine
various aspects of a problem, investigate alternative
plan configurations, etc. This enables them to
discover solutions that more rigid approaches would
obscure. On the other hand, opportunism requires
additional time and may lead planners down
unproductive, as well as productive, solution paths.
Planners should be taught these advantages and
disadvantages and how to exercise controlled
opportunism.

7. General planning strategies. As mentioned
above, different planning strategies are appropriate
under different circumstances. Planners should be
taught general planning strategies and the
circumstances under which each is appropriate.

8. Judgment and time estimation. Most people
show a strong tendency to underestimate the time
required for planned actions. As a consequence, their
plans are unrealistic and overrun the time available
for execution. Planners should be taught cognitive
methods for making such judgments more reliably and
more accurately.

How to Train Planners

9. Provide explicit instruction. Explicit
instruction appears to be a highly effective technique
for training particular planning strategies and
methods .

10. Induce illustrative experiences. Many
planners seem to be able to generalize what they learn
from one planning problem to subsequent, similar
planning problems. Therefore, general strategies and
methods can be taught by instructing planners how to
use them on specific problems and providing
cpportunities for them to generalize them to similar
problems.

11. Illustrate effective planning. Because our
planning simulation effectively mimics the cognitive
processes people use while planning, it may provide a
useful model during training. The simulation could be
programmed to illustrate planning strategies.




Useful Aids for Planners

(See the .[ollowing section.)
ONGOING RESEARCH

As discussed in the introduction to this paper,
we are particularly interested in developing computer
aids to planning. We believe that, for the foreseeable
future, people will play central roles in most
important planning activities. Accordingly, an
effective planning aid should exploit people's
cognitive strengths and compensate for their cognitive
weaknesses. We have recently begun working on the
design of such an aid. Our work in this area focuses
on a different instantiation of the same general
planning task: project planning. We chose this task
because it is an important real-world task that could
benefit from the development of a planning aid and
because we have contact with a variety of people who
carry on project planning professionally. Our current
design comprises the following components:

Goal Formulation

Our research suggests that planners suffer three
deficiencies in the area of goal formulation. They do
not formulate complete, well defined goals specifying
all of the objectives, constraints, and policies the
plan in progress should serve. They sometimes
vacillate among conflicting goals, striving to satisfy
different goals at different points in the planning
process. They try to satisfy too many goals, given the
available resources. The goal formulation component
should help planners to articulate, prioritize, prune,
and coordinate project goals.

Product Specification

Given a set of goals, the planner must generate
functional specifications for project product(s).
Presumably, development of these products would
satisfy project goals. The problems in product
specification are that planners may not generate
complete specifications or they may not specify
products that systematically satisfy project goals.
The product specification component should help them
to do so.

Task Analysis

Given a set of specifications, the planner must
specify a set of project tasks whose execution would
implement planned project products. Again, the
problems are that planners may not generate a complete
set of tasks or analyze them at a sufficiently low
level of abstraction or that they may not specify
tasks that systematically implement project products.
The task analysis component should help them to do so.

Resource Estimat:on

For each task under consideration, the planner
must determine what resources are required to execute
it. Our research suggests that planners are unduly
optimistic about the number of tasks that can be
accomplished with given fixed resources. The resources
estimation component should help planners
realistically assess the resource requirements of
tasks under consideration.

Resource Alloc:tion

Given limited resources and alternative goals,
the planner must determine how to allocate the
available resources. Our research suggests that
planners tend to spread resources too thinly across
too many goals. The resource allocation component
should help planners to formulate realistic allocation
schemes and to perform cost/benefit analyses of
alternative allocation schemes.

Scheduling

The planner must schedule planned tasks in a way
that provides adequate time for the execution of each
task, insures completion of prerequisites by the time
they are required, and minimizes slack time and other
costs. The scheduling component should support these
activities.

Evaluation

Our research suggests that poor plan evaluation
is a major impediment to effective planning. Poor
planners do very little systematic evaluation of their
tentative plans. Even good planners frequently decide
arbitrarily among two or three final contenders. The
evaluation component should at least assess whether
the final plan meets criteria articulated by the
planner. It should also assess the efficacy,
efficiency and robustness of the plan in a simulated
environment.

During the next few years, we plan to refine this
design, implement it as a computer system, and
evaluate its utility in the context of several Rand
projects.

REFERENCES

CMU Computer Science Research Group. Summary of the
CMU Five-year ARPA Effort in Speech Understandng
Research, Technical Report, Carnegie-Mellon
University, 1977.

Erman, L.D. and V.R. Lesser. "A Multi-Level
Organization for Problem Solving Using Many Diverse
Cooperating Sources of Knowledge," Proceedings of
the Fourth International Joint Conference on

27



Artificial Intelligence, Tbilisi, USSR, 1975, 483-
490.

Ernst, G.W. and A. Newell. GPS: A Case Study in
Generality and Problem Solving, New York: Academic
Press, 1969.

Fahlman, S.E.

"A Planning System for Robot

Construction Tasks," Artificial Intelligence, 1974,

5, 1-49.
Fikes, R.E. "Knowledge Representation in Automatic
Planning Systems," In A.K. Jones (ed.),

Perspectives on Computer Science. New York:
Academic Press, 1977.
Goldin, Sarah and Barbara Hayes-Roth. Individual

Differences in Planning Processes, N-1488-ONR, The
Rand Corporation, June, 1980.

Hayes-Roth, Barbara and Frederick Hayes-Roth. "A
Cognitive Model of Planning," Cognitive Science,
1979; 3, 275=310,

Hayes-Roth, Barbara and Frederick Hayes-Roth.
Cognitive Processes in Planning, R-2366, The Rand
Corporation, December, 1978.

Hayes-Roth, Barbara and Perry W. Thorndyke.
Decisionmaking During the Planning Process, N-
1213-ONR, The Rand Corporation, October, 1980.

Hayes-Roth, Barbara. Estimation of Time Requirements
During Planning: Interactions Between Motivation
and Cognition, N-1581-ONR, The Rand Corporation,
November, 1980.

28

Hayes-Roth, Barbara. Flexibility in Executive
Strategies, N-1170-ONR, The Rand Corporation,
September, 1980.

Hayes-Roth, Barbara. Human Planning Processes, R-
2670-ONR, Rand Corporation, December, 1980.

Hayes-Roth, F. and V.R. Lesser. 'Focus of Attention
in the Hearsay-II1 Speech Understanding System,"
Proceedings of the Fifth International Joint
Conference on Artificial Intelligence, Boston,
Mass., 1977, 27-35.

Lesser, V.R., R.D. Fennell, L.D. Erman, and D.R.
Reddy. '"Organization of the Hearsay-II Speech
Understanding System," IEEE Transactions on
Acoustics, Speech and Signal Processing, ASSP-
23,1975,11-23.

Miller, G.A., E. Galanter, and K.H. Pribram, Plans and
the Structure of Behavior, Holt, Rinehart and
Winston, Inc., 1960.

Newell, A. and H.A. Simon. Human Problem Solving.
Englewood Cliffs, N.J.. Prentice-Hall, 1972.

Sacerdoti, E.D. "Planning in a Hierarchy of
Abstraction Spaces,'" Artificial Intelligence, 1974,
55 115-135;

Sacerdoti, E.D. A Structure for Plans and Behavior.
Technical Note 109, Stanford Research Institute,
Menlo Park, California, August, 1975.




Everyday Problem Solving
James A. Levin

Laboratory of Comparative Human Cognition
University of California, San Diego

This paper was generated through the distributed
social processing of the Laboratory of Comparative
Human Cognition, with special help from Denis Newman,
Naomi Miyake, Bud Mehan, Ed Hutchins, Peg Griffin,
Mike Cole, and Marcia Boruta. Financial support was
provided by The Spencer Foundation.

Abstract

Everyday problem solving 1is different in significant
ways from the kinds of problem solving that take
place in laboratory microworld settings. Attempts to
simplify have excluded important factors that can
help us understand aspects of the problem solving
that are problems from the point of view of the
laboratory. This paper describes several research
projects that have examined problem solving in non-
laboratory settings, and some of the implications of
these studies for cognitive science. The current
notions of distributed cognitive processing can be
extended in a powerful way to the socially
distributed problem solving characteristic of
everyday settings. This notion of socially
distributed problem solving can then reflect back on
individual problem solving, which which is acquired
and often carried out in social settings.

Someone walks into your office and asks you to
recommend a paper to read as an introduction to
research on children's problem solving. You discuss
with the person exactly what she wants to know, you
walk over to your bookshelf to look for an
appropriate book, you call a friend on the phone who
might know. All very unexceptional, yet imagine that
the person didn't allow you to discuss with her
exactly what she wanted to know, to go to your
bookshelf or call on the phone, but instead required
you to answer her question without these external
resources. In everyday circumstances you would throw
her out of your office. Yet these are exactly the
constraints of the laboratory microworlds within
which problem solving is studied.

Recently a number of research groups have been
studying problem solving in non-laboratory settings.
This work has some important implications for
cognitive science: it serves to reinforce the
findings concerning the role of expertise in human
problem solving and expert artificial intelligence
systems, and this non-laboratory work extends beyond
the current problem solving research, pointing to
ways to enrich both models of human problem solving
and expert inference systems.

Expertise.
Recent research on expert problem solving has

highlighted the large amount of domain specific
knowledge and cognitive processes that constitute
expertise (Chase & Simon, 1973; Larkin, McDermott,
Simon, & Simon, 1980)., These studies of human
problem solving have been parallelled by the
development of artificial intelligence "expert"
systems, which are also characterized by a focus on
domain specific knowledge and inference processes.

This work contrasts with the early work on problem
solving, both in psychology and in computer science,
which postulated a few all powerful general problem
solving processes, that would operate over a large
passive data base., These "central processor" models
have been displaced by various "distributed" data
base and processor models, with multiple concurrent
proresses that interact to produce complex
procecsing.

The domain specific focus of expert knowledge has
been reinforced by studies of everyday problem
solving., For example, a group of researchers at the
University of California, Irvine have been examining
the ways that ordinary adults use arithmetic
knowledge while grocery shopping (Lave, 1980; De la
Rocha, Murtaugh, & Lave, 1981). Schools spend many
years teaching us general purpose algorithms that can
be used during shopping to calculate comparative
prices. Yet most of their observations show that
people ordinarily use special purpose heuristics
while shopping. Even in this mundane everyday
setting, people have developed "expertise" to carry
out this task, domain specific methods that bear
little resemblance to the general purpose
computational skills taught in school.

Similar research by Scribner and her associates
(Seribner, 1981) reinforce this finding of special
purpose expertise in everyday functioning. They
studied the work in a dairy warehouse, examining the
use of computation in filling orders and determining
total prices. The experts in this domain had
developed special purpose algorithms to allow them to
function efficiently in this domain.

Problem Solving vs. Routine Functioning.

What is the relation between expertise and problem
solving? Problem solving is not just accomplishing
particular kinds of tasks labeled as "problems". The
processes involved in solving most puzzles are
different the second time you solve them (when you
know the answer) than the first time. 1In fact,
"expertise" can be defined as the knowledge and
cognitive skills that allow a person to perform
routinely what other people would have to do through
problem solving. Central to the definition of
problem solving is the notion of a "blocked
condition" (Hutcnins & Levin, 1981). Derived from
the Gestalt studies of problem solving (Kohler,

1925), this occurs when a problem solver is unable to
achieve some goal, after repeated attempts to do so.
Problem solving 18 the cognitive processing that
occurs when a problem solver is blocked. Routine
functioning is the processing that occurs when
unblocked.

Studies of everyday problem solving.

Several research groups have examined how people
deal with these blocked conditions in non-laboratory
settings. Suchman (1980) did an ethnographic study
of problem solving in an office setting, setting down
a detailed account of accounting practices,
especially those involved in dealing with non-
standard cases. Even in the mundane work-a-day
office setting, the execution of explicit
instructions remains "irremediably problematic",
requiring interactive work on the part of the
participants. Levin & Kareev (1980) examined the
problem solving of children in computer clubs. 1In
both these studies, a critical component of the
problem solving, which is largely absent from
laboratory studies, is the conceptual organization
of the task, determining what the problem IS, what
are the goals and constraints to be satisfied, what
actions are available.

The second major difference between laboratory
problem solving and everyday problem solving is the
much more important role played by external
resources, those outside the individual problem
solver. The laboratory setting is relatively sterile
of help and the experimenter works to keep it that
way. A standard experiment would not be run in the
middle of a busy room. Given & puzzle to solve,
it is not considered proper for the subject to ask a
friend what the answer is. However, when a person
encounters a problem in everyday life, asking someone
what to do is usually appropriate.

The use of social resources is probably the
biggest single difference between standard )aboratory
settings and everyday settings. One of the common
strategies used by adults when faced with an
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arithmetic problem in an eveyday setting is to ask
someone what the answer is (Lave, 1980). In computer
clubs, children help and ask for help effortlessly to
get beyond minor blocks so that they can get on with
their play (Levin & Kareev, 1980).

Division of labor. One of the most important ways
that people use social resources for problem solving
is by organizing a division of the work involved.
When faced with a new computer game, children divide
up the task so that no child is overwhelmed while
the game gets played. One child will type in the
required responses, another will take over the
generation of guesses, others will evaluate and
modify the guesses (Levin & Kareev, 1980). This
process of organizing and executing a division of
labor is so effortless and smooth that repeated
viewing of video taped instances is required to see
it at all.

Socially distributed problem solving.

An important contribution of cognitive science to
the study of everyday problem solving are the
frameworks for distributed processing. Using this
new processing "language", researchers can now talk
about the social distribution of problem solving in
many situations, characterizing the nature of each
processor and the kinds of interactions that occur
(LCHC, 1981; Mehan, 1981). 1Issues of conflict
resolution and information integration, central
issues for distributed processing, are also
critically important for models of socially
distributed problem solving.

Yet this contribution is not a one-way street.
The study of problem solving that is distributed
over several people can suggest hypotheses about how
the same process might be organized cognitively when
performed by a single person. A major issue for any
cognitive model is what is the structure of the
knowledge and processes, what are the units and
subunits. The division of a problem that can be
solved distributed across several people provides an
existence proof that the problem can successfully
be organized that way. Researchers can then carry
out empirical tests of whether an individual in fact
does organize the task that way.

Aquisition of expertise. A second contribution
of this approach to everyday problem solving is to
deal at least partly with the issue of acquisition.
Current research on the acquisition of problem
solving skills and domain specific expertise has
concentrated on independent invention (Langley, 1980;
Lenat, 1977). Yet models that depend totally on
independent invention of knowledge and processes
never get very far. It remains a major puzzle how
such systems could acquire the huge amounts of domain
specific knowledge needed by experts., A way to
overcome this block was pointed out by D'Andrade, in
his invited address at the previous Cognitive
Sciences Meeting (1980): people acquire knowledge and
skills from other people. We are socialized within a
rich culture, where the people and objects are at
least partially organized specifically to help
novices become experts in the domains important for
functioning in the world. Children are taught the
important facts of life; beginners are trained to
become experts.

From this point of view, the acquisition of
expertise can be characterized as the progressive
internalization by the learner of socially
distributed processing. A person generally becomes
an expert in a setting where he/she can gradually
take on more and more of the effort in handling tasks
that experts in the domain handle. Children who are
ncvices at a computer game initially divide the task
over several children and adults. Gradually, each
child takes over more and more functions, so that
fewer children have to cooperate to accomplish the
task. Finally a child can play the game alone.

This progressive acquistion of a process initially
distributed socially in fact can provide a rationale
for the way that the cognitive processes are
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distributed within an individual expert, a
distribution that allows the expert to draw smoothly
upon social resources whenever problems arise.
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Marriage is a Do-It-Yourself Project:
The Organization of Marital Goals

Naomi Quinn
Duke University

In the story understanding literature, aclass
of stories which is on its way to becoming something of
a famous example, has to do with getting married. One
typical variant, used by Wilensky (1978: 67), goes like
this:

John was tired of frequenting the local singles'
bar. He decided to get married.

The point of this story is that to understand how
getting married could possibly replace going to a
singles' bar, the reader must know that a state suchas
marriage can subsume goals that arise repeatedly. In
this case the goal is Satisfy-SEX. A series of variants
of this story, however, demonstrate that marriage may in
fact subsume a variety of such recurring goals:

John was feeling lonely every evening. He
decided to get married (Wilensky ibid.: 72).

Mary was tired of working for a living. She
decided to quit her job and get married
(Wilensky ibid.: 77).

Schank and Abelson introduce two other variants
(1977: 126) to illustrate a further characteristic of
goal subsumption:

After his marriage with Mary broke up, John
began frequenting the local singles' bars.

After his marriage with Mary broke up, John
decided to join a chess club.

To understand these stories we need to realize, Schank
and Abelson (ibid.) say, that '"goals that arise via
subsumption tend to subsume more than a single goal."
"Being married," they note, "can subsume the sex urge
goal, goals of social stimulation, the desire to have
children, to have power over another person, or to be
with a loved one." Wilensky (ibid.: 77) views this
tendency to goal multiplicity as a distinctive property
of social relationships:

Since there is typically more than one
obligation imposed upon the member of a
relationship, social relationships usually
subsume more than one goal. For example,
being married to someone usually subsumes a
number of recurring goals in addition to
those for which money is instrumental.
Since being married obligates each partner
to have sex with the other, and since having
a willing partner is a precondition for
having sex, then marriage subsumes the
recurring Satisfy-sex goal. Also, since
marriage requires the partners to live
together, then it subsumes the recurring
Enjoy-company goal to which being near a
loved one is instrumental.

These examples promote a certain view of social
relationships as bundles of discrete goals which happen,
perhaps because of cultural convention, to be packaged
together. As Schank and Abelson (ibid.: 127) summarize,
"Each social relationship carries with it a packet of
goals." This paper is offered as an alternative to
that particular view of goals and social relationships.
It argues that marital goals are not so much packaged
together as highly organized, and that what organizes
them is an underlying model of marriage which, far

from being fixed and conventional, is constructed by

the individual in the course of the relationship.
Perhaps the best way to introduce this view of the

organization of goals is to quote some statements by
Alex, an interviewee of mine, on the subject of his
marriage. Talking about his preconceptions of marriage,
he says,

6H-1: Well yeah I thought it was all going

to be wonderful. You know it was-—the problem
of sex was going to be solved. You know I was
an adolescent or barely out of adolescence,
you know--this was a wonderful idea. And, I
don't know...you know--the idea--and--you
really--you're asking some good questions
because there really are some things that I
knew about and that I wanted. A companion and
friend. Probably the most. You know, the
things that I did want and I got out of the
marriage. That seemed important then--to have
someone there all the time that you could rely
on. And talk to all the time about things.
Somebody to help and somebody to help you, you
know, that seemed like a real good idea. That
seemed like something I really wanted. Tt
seemed like something that we got out of the
marriage. Somebody always there.

In a second interview, he goes back to this issue:

6H-2: 1 think, right from thevery beginning, I
believe I mentioned on the other tape that I
felt the--talking about the--what was--did you
expect getting married that T did feel a need
for a companion and somebody to be with me and
to fulfill something that was empty, I didn't
know what it was. And I think that might have
been the first step--the first stage of love.
But now I'd say that love is, to me, is the
desire to give more to the other person than
you're giving to yourself, at times. You

know it's the, not only willingness to

accept the part of marriage where you have to
change and adjust, but a strong desire to do
so. Not only the willingness to accept that
there are times when the other part--person
or partner might need some help. But the
desire to give help. To that person. The
sort of love of the fulfilling the other
person's needs.

Later in the same interview, talking about why some of
the couples they had been thrown together with in the
Navy had marital difficulties:

6H-2: Therewere certain things theymarried for.
They'd gotten which it may have been their
dinner on the table every night and, you know,
a warm body next to you in bed. And it
suddenly went beyond that. It suddenly got
into conversation. And support, things of
that sort. And that's--that caused some
difficulties.

In a later interview, he describes giving advice to a
Navy shipmate:

6H-4: And he said he was going to get married and 1
said, "Well," I said, "I hope you think about
it real hard because I think you might find
marriage to be a little bit surprising than
what it is. Because it was for me. Shocking
sometimes, you know, that it wasn't all love
and sex and that's it. Yeah, that there was
some work to be done."

The first thing to be said about the '"goal
subsumption" model of marriage, then, is that it is a
folk model. The reason why we understand marriage as
subsumption of a particular set of goals, is not because
social relationships necessarily subsume multiple goals,
but because the goal subsumption model of marriage is a
very common preconception in our society. Tt is not,
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however, the only myth about marriage; another,

sub-cultural one, is expressed in the following segments

from interviews with another husband,

2H-7: The marriage thing, I think basically,
is just a mental thing where you know, you've

heard so many things about marriage like it's--

marriage have become something like a negative
thing. You know, a lot of people, you know,
you know, it's just--you just hear so much,
you've never been married so you don't know.
You know you just hear so many things about
when you're married, you know, things really
change. Your wife don't let you go out or,
you know, your husband don't let you go out
and, you have to--you know, you never have
any money, you can't spend money on what you
want to. You know you hear so many things--
when you get married your wife don't want you
sexually anymore or you don't want your wife
and you have to be sneaking here and there
trying to do things. You know, these are
things that you hear and because of all this,
you know, you know, it's like you have a--
it's just like you sort of take caution and
say, 'Well let's try it out first and then
we'll"--you know--

You hear it all your life from a kid on up
and from various people.

2H-7: Your wife won't let you out and--or
you got to be doing something. You got to
keep the baby, you're babysitting, you know.
And they say things like, "You're babysitting
while your wife is out in the streets, you
know, playing around." Or you know, you know,
they put a lot of, you know, it's a lot of
fears being--it, you know, it be a lot of
fears--a lot of things that people--you know,
it's just constantly, you know.

2H-7: You know, so it's just something
constantly you know, it's like something--
like it's the end of the road, you know, to
get married. It's like you--you're just
crazy. You're out of your mind, you know.

2H-7: Okay, I'm single, okay and I'm going
out and maybe one of my--somebody I know a
buddy or somebody that's married. Okay, you
hear from women and mean. Okay, and you're
single and people tell you, "Oh, you're so
lucky." You know, you know, "You're single
and you can go out here and see all these
women you want to see, you know, anywhere--
you know, you're just--you're living the
life, you know, and they're making you feel
like, "God," you know, '"Marriage is like the
end of everything," you know.

Marriage, in this view of Jimmy's does not so much
solve the problem of sex as create it:

2H-7: Marriage or whatever it is--it's a sex
thing, you know. You got to--your sex got to
be cooking all the time, you know, or else,
you know, you ain't doing nothing, you know.
And you're wife may essential--or whoever may
just leave you because, you know--or you may
have to leave, you know, your wife or your
woman because--or go for somebody that's,

you know, that things are rolling, you know.
This is what society has put into you.
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Because of this very strong stereotype he has been
taught, Jimmy decided he is never going to get married,

2H-2: I wouldn't want anything like a marriage
to interfere with my normal way of living. I
wouldn't want to interrupt my life to be--you
know, maybe because I feel like I would probably
be unhappy because no woman would really give
me, maybe, the freedom that I need.

Jimmy's model might be dubbed the 'goal-frustration"
model of marriage. Our cultural knowledge of this
model should assist us in understanding stories such as,

Jimmy wanted his freedom. He decided not to
get married.

or

Jimmy did not want to feel like he had to keep
sex cooking all the time. He determined never
to get married.

The real-life excerpts above are taken from
interviews with two husbands in a larger study, during
which each spouse in eleven marriages has been
interviewed for an average of 15-16 hours apiece.
Interviewees describe their preconceptions of marriage,
and make clear in the course of these extended
interviews what they think their marriages turned out
to be. To illustrate how goals are organized by these
understandings of marriage which emerge in the course
of it, I would like to provide a somewhat extended
analysis of Alex's conceptualization of his marriage,
which I will then compare with a somewhat briefer look
at another marriage.

First of all, Alex sees his marriage as a joining
together of two people, expressed more specifically in
two metaphors he uses again and again: MARRIAGE IS
BEING A COUPLE and MARRIAGE IS A PERSON. The first of
these metaphors 1is characteristic of his descriptions
of the early period of his thirteen-year marriage, for
example in this remembrance of the decision to have a
child while he was in the Navy:

6H-1: After I got the first promotion with
the idea that the second one might be coming.
I think that's how it was and that was quite
successful because Shirley got pregnant right
away. And she, you know, when I got back from
Guantanamo she told me and we told the news

to everybody and it was a really big deal.

And I think that the apartment and the baby
and all of that stuff really began to come
down on us, you know, and we started believing
that we were truly a couple. And we were truly
a family and really married.

Here the equation between being married and being a
couple is explicit; and being a couple is also equated
with being a family. All three continue to be used
interchangeably throughout Alex's interviews. The
first identity is explored in the following remarks
about a couple they knew in the Navy:

6H-2: You know it's funny there's even a
couple that we got to know in Iceland that
were just dating there, they just met there.
One of the teachers and a fellow that was up
there who didn't get married for years, but
did later. I mean they went off on their
own--he went further--he went out to the West
Coast and got a ship. She went to Okinawa to
teach. And they eventually got married. And
we knew them very well, and were close to

them and they were just dating then. And they
ended up getting married and having a very
solid marriage, now with a child. And we see
them, they lived in Okinawa for a while and
then they went to Germany. And that's another--
it's amazing how that happened.



I: Why?

6H-2: Well that-—-I still feel like--I still--
1 knew them as a couple, even then. You know
I always saw them as a couple, even though
they really--they weren't in the same
relationship as the other couples that we
knew, but they ended up that way. What's
amazing is how that couple formed the same
sort of marriage that the other married
couples that we knew already had.

Alex is amazed that his perception of them as a married
couple turned out tc be accurate. The second equation,
between being a couple and being a family is elaborated
further in this segment:

6H-1: That, you know, we were now a family.
Just the two of us, we were a family, and
that--and the commitment was to make that
family move. You know, that it was going to
be a solid thing--you know it was going to be
a--you know just like the parents' had been--
they were--and all the people we knew, around
us. Remember of course that this mass divorce
thing which is going on now, hadn't--was not
going on then. This was--we got married in
'67, 1 guess It was. January '67.

A couple is a family. This excerpt also introduces a
goal--to make that family move. The juxtaposition of
this observation with the comments about contrasting
marriages back then with the mass divorce of the
present time makes clear that what Alex means by a
family that moves is a marriage which does not end in
divorce. Thus one goal of BEING A COUPLE (and hence a
family) is permanence. This excerpt also hints at how
that permanence is to be attained--an issue which will
be taken up below.

The COUPLE metaphor is associated not only with the
goal of permanence, but also with the further goals
(Preservation Goals, in Schank and Abelson's ibid.:
115-116) of exclusivity, proximity, and shared
experience. The first of these goals emerges in Alex's
descriptions of several incidents early in the marriage,
revolving around his wife's flirtatiousness and untoward
interest in men. Alex has this to say:

6H~1: I think I decided it was time for
Shirley to stop fooling around with any other
guys. And that [GETTING MARRIED] was the one
way 1 thought I could convince her to do that.
Other than that she was going to party for the
rest of her life.

from which it is clear that being married implies
exclusivity, The relationship between BEING A COUPLE
and exclusivity is still clearer in another striking
passage about his response to her emotional tie to her
parents:

6H-1: 1 think it was significant because you
know T made a very strong decision then and,
you know, we--Shirley went along and I think
that was one of the first times that I had
said, "I'm going to separate you from your
parents." 1In a very decisive manner and
"This is what we're going to do." And you
know, "You're going to follow me here, you're
going to go with me here as your husband."
Maybe it was, you know--looking back on that
I--maybe that seems--sounds a little
chauvinistic but 1 think it was a declaration
that we have a marriage and it's just two of
us in this marriage not four.

This segment offers an unusually clear glimpse into the
internal logic by which a goal follows from a metaphor--
probably because Alex is here recapping the very
argument which he used to persuade his wife. Thus "we
have a marriage'" sets out the initial assumption; "it's
just the two of us in this marriage"” establishes the
identity of a "marriage" with a "couple"; "not four" is
a logical inference following from "just the two of us,"
and in turn supplies a reason for the goal of
exclusivity, here to be realized by separating her from
her parents. Such a chain or reasoning is not often
made explicit in these descriptions of marriages;
rather, the link between a given marital metaphor and

a given marital goal must often be inferred from their
juxtaposition, from more scattered pieces of logic

which can be pieced together to relate them, and from
their recurrence and emphasis as common themes in a
given individual's interviews. Thus, it does not
surprise us to learn that Alex repeatedly stresses the
further goal of proximity. Talking about their decision
whether or not to accept » post in Iceland, a station
which provided housing for families, he says:

6H-2: I think if you're separated by necessity,
if there is no choice about it, that's one
thing. Then you become--you know, you're tied
together by your letters and you're both
fighting it. And that's a different thing.

But to be given a chance--to be told that you
may stay together that everything had been
cleared, that we had a place, it had all been
settled, and then to say, "I'm not going to go."
That would have been a breach of the faith of
the marriage. It would have been hard to
overcome.

Choosing to stay together at every opportunity is a
consequence of the proximity goal; and maintaining ties
during forced separations is an attempt to overcome the
circumstances which prevent proximity. Letter-writing
was a major shipboard activity during his overseas
trips in the Navy; and nowadays, on business trips, he
makes long daily phone calls home. While separations
can be "fought" in these ways, a marriage may not be
able to sustain extremely lengthy ones:

6H-2: But I thought that would be two years
like that [APART] would have done severe
damage to our marriage. I think it would,
you know, it would have done severe damage
and if we weren't the same people that we are
right now that might have happened. And that
there is one of the weakening things of a
trip overseas like that.

It can be inferred that separation causes damage by
blocking the proximity goal, just as Shirley's
flirtations blocked the exclusivity goal. Elsewhere he
describes her flirtatiousness as '"'jeopardizing our
relationship" before they were married.

Another consequence of the proximity goal is that
partings are difficult; a number of incidents have to
do with sorrowful departures:

6H-6: I think the thing that bothers me the
most and sometimes it bothers me when 1 leave
in the morning is if something happens to
either one of us and we'll don't see each
other again. And that makes me--I--every once
in a while that thought strikes me--maybe it
doesn't other people who are married--and it
makes me very sad. And I just want to go back
and say some more--and sometimes we're--it's
very hard for us, you know, we'll be very slow
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at parting and Shirley will some mornings,
you know, just going to work Shirley'll be
at the door waving to me and stuff. That's
important I think to both of us that we do
care enough that--and even little departures
are important.

Talking about his out-of-town business trips, which
he does not enjoy, Alex dwells on another goal--that of
sharing experience. This can be seen as a logical
consequence of the proximity goal. Shared experience
both requires proximity, and affirms it.

6H-6: Now I would not choose to take a
vacation alone. That would be terrible to me.
I would prefer to have Shirley with me. On
any sort of vacation or pleasant business at
all. Any sort of real pleasant time I prefer
to have her with me because if--I really would
prefer to share those experiences with her.

In fact, one of the things that I don't like
about the trips is--those trips which are
clearly just for me. When I do go to someplace
very good to eat or I get to go to a show, I
really feel badly about her not being there
because we don't have that as a shared
experience anymore. And those shows and good
meals and things like that that we've done as
a shared thing are really important to us and
have been--are good moments for us in our
marriage.

So much so that,

6H-6: 1'd probably feel more guilty about
going to a show than almost anything else we'd
do because the two of us love to go to a show.
And I would probably--I'm going to be in New
York for about a week--or in Stamford for about
a week in January. And I'm going to be in--
about 8 days I'm going to be away in January
including 4 or 5 in Stamford. And when we're
in Stamford we often get tickets to New York
shows--take a train in. And I'm sure we'll

go see some shows. I'm going to try my best
to go—-to talk people into shows that Shirley
would not want to go to, but I would.

And as the following excerpt shows, this goal of
sharing experiences has a not inconsequential influence
on the couple's economic decisions:

6H-6: But 1 also thirk that it's excellent
when I--you know, when I can have the chance
to have J. along. Not to show her that I'm
working hard because I wouldn't take her on

a trip when there's no choice but to work 12
hours a day. Like the trip to the Carribean
would have been ridiculous for her to go on
because it was--there were--days began at

7 in the morning and ending at 7:30 in the
evening of work. And nothing pleasant at all
happening. But if it's going to be for a
meeting situation where the amount--actual
work is marginal and there are spouse affairs
going along with it and there are maybe even
some social affairs with it a dance or dinners
or things of that sort. And it's apparent
that a wife would be--or a spouse would be very
much welcome and comfortable there then yes,
you know, by all means we've gone into debt
over those. 1 mean we really have. We've
spent more than we should have often on those,
without a hesitant mind, and I still don't
look back on them and think that that was money
wasted. By no means was that money wasted.
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They have "made a lot of wonderful trips" which have
"been one of the highlights of our marriage.'" She in
turn, jumps at the chance to go on a trip with him, and
insists that they find a recreational activity to do
together--the one they have settled on is ice skating

6H-2: Because at the time we were sort of
looking for something to do together and
Shirley--the options she had brought up were
unacceptable to me, particularly the one to
go square dancing. That was one that I had
just--we tried some sports, we did volleyball
for a while but then I just hurt my shoulder.
And I couldn't play volleyball anymore. But
we--Shirley said, I remember her saying, "We
don't do anything together," or something, you
know, she had one of these--and I was, I said,
"That's crazy." You know, "We live together
we have all sorts of things we do together all
the time,'" but she wanted something specific
she could put her finger on that we did
together.

Just as forced separations are met by attempts to
remain tied together at a distance, unavoidable
occasions when pleasurable experiences cannot be shared
are countered with efforts to share these experiences
vicariously:

6H-6: 1If I go to a show I--once I've gone,
you know, once it's too late, you know, not

to go. I try to tell her as much as I can to
share with her. She spends a lot of time
looking real sad when I'm telling her about
it. To make sure that I know that she would
prefer to have been there but I do tell her.
In--and neat restaurants that I've been to or
something like that. Places that I would like
to, in the future--us, you know, have us go to
together.

Just as he filled his overseas letters with details of
his life in the Navy, he shares with her all the details
of his business trips--"And the trip is something to be
discussed with her as far as I'm concerned"--as well as
the ins and outs of office politics. A media specialist
for a large company, he brings all of the films he has a
hand in producing home for her to view. She always
presses him for more details of his solitary trips:

6H-6: My memory is not as good as hers for
details. And she always wants more details and
usually what happens to me is I don't remember.
As soon as I get back I have trouble with some
details but over the next week or two weeks or
maybe a period--a long period of time as I
remember more details I tell her, But I tell
her about things like the politics and the
meeting itself and what happened and she's
really my sounding board on a lot of that stuff.
When they've been difficult meetings she really
is a sounding board. 1I've.always shared my
work with Shirley.

A potential of being joined to another person is that
that union can become even closer over time, and Alex
characterizes his marriage in this way. He talks of
how they are "much more tied to each other now than we
were then. We were still two independent people,"
implying that now they are not. He feels "more in love";
romantic love has "deepened and grown stronger." They
like to be with each other more, and also to do things
for each other more than before. To separate himself
from his wife and children becomes more and more
difficult:



6H-4: I just don't think marriage is about

me. I think 1t'e about us and each time you
add another person in there that person becomes
very deeply involved.

Adding children. It's hard for me to see how
you can separate yourself from all of these
other individuals that you've become so tied
to. Other marriages may not be like mine and
Shirley'=s where I feel, you know, that we are
this close.

At some point, and increasingly as his story moves
toward the present, he begins to talk about the
marriage itself as no longer '"two independent people"
coupled together, but as a person in its own right:

6H-1: When Shirley came back we shortly after
that got an apartment and I think that was

the beginning of some good things. We were
really more upset about the ship's leaving
than we had been about anything else and I
think that was a sign that we were beginning
to really feel for our marriage.

In a series of similarly striking metaphors, he speaks
of the marriage growing and maturing,

6H-6: Our marriage and our love has grown a
great deal over the years and only in the last
maybe eight, nine, ten years do I feel that
it's really matured.

and as something he has a confidence in:

6H-2: I think we pass the crisis then and I
had a confidence in our marriage then which

I think I was lacking right at the point when
we were-—you know, well like T said we--I
don't think we got to know each other in that
very intimate way until we got overseas.

Elsewhere he speaks of some things as being "a breachof
the faith of the marriage," more or less ''good for a
marriage," "helpful to a marriage situation,'" "hard for
the marriage," and ''challenging to marriages,"

6H-4: There is certain kinds of analysis,
encounter groups and all sorts of things are
done now that do focus on the individual.

Yes, and 1 think that is challenging to
marriages. What it really comes down to, the
big question is, should the couples that
break up, as a result of having these things,
should they have been married at all? Maybe
those marriages weren't any good anyway. But
you then begin to wonder--take this a step
further--you wonder if any marriage would

make it given the--given egotism. If you put
the self ahead of the marriage, if any marriages
would last. What I'm saying is that I myself
don't know whether analysis destroys that type
of relationship, or whether it just points out
the problems with that type of relationship.

Here the goal of marital permanence is recast in terms
of human survival--Alex wonders "if any marriage would
make it." And another goal is introduced, that of
unselfishness toward one's spouse. This is expressed
elsewhere as '"'the desire to give more to the other
person than you're giving to yourself, at times' and
"the need to give in the marriage." Egotism, by
contrast, is '"putting the self ahead of the marriage."
The exact logic of unselfishness as a goal of marriage
as a PERSON is spelled out in the following statement
concerning the effects of his wife's analysis; this
statement makes use of the PERSON metaphor once again:

6H-4: 1 certainly believe that Shirley as an
individual should have her rights and
privileges as I think I should. But I also
believe very strongly in Shirley and Alex as
the married couple or the D. family as it
exists here as the family that in itself has
rights and privileges that must be seen to.

Individual needs may interfere with the needs of the
marriage. And analysis, Alex believes, will create this
interference because it promotes individual needs:

6H-4: Our marriage is a very good thing for
both of us. Has been a good thing for both

of us. And is the--to me is the best thing

in the world for both of us. And in analysis
you have to deal with 100% of yourself, me.
You know, the "me" generation is often brought
up. And one of the things that's brought up
is the--a lot of analysis. A lot of these,
"the importance of looking out for Number One"
type concepts. Well that's what analysis is
to a great degree. You're really going after
yourself and your analyst is always saying,
"You have a right to this, you have a right to
that, you have a right to--" You know, "Other
people have no right.'" Well that really works
very well when you're in analysis. It doesn't
work very well when you're in the middle of a
marriage. Because a marriage is not that. A
marriage is something else. It's something
where you have to be--have to give away part
of this right to always react, certainly.

Therefore Alex is afraid of analysis; for analysis
threatens marriage by blocking the marital unselfishness
goal in the same way as his wife's flirtatiousuess
threatened the marriage by blocking the goal of
exclusivity, and extended separation threatened the
marriage by blocking the proximity goal:

6H-4: When Shirley was in analysis for a
short period of time. When that happened

that was very hard on me and, you know, we had
a very good marriage. And I think analysis--I
was afraid analysis was going to ruin it. And
I suspect that Shirley is too. Because she
said to me, "I dread the day you ever go into
analysis because I don't know if you'll--you
know, I don't know what'e going to happen to
you." You know--and--as if something might
happen to our marriage.

At the same time Alex agrees that individuals have the
right to find out who they are and what they want out of
life, and he wonders whether there isn't some alternative
way '"to analyze people in a marriage as opposed to
analyzing people who are not in a marriage situation.”
Because, as he says about individual analysis, in one
final metaphor,

6H-4: If you start to take one part--it's
something like trying to analyze only one side
of my brain. To take one part of the family
and deal that way.

I am arguing that metaphors engender goals. MARRIAGE
IS BEING A COUPLE engenders the marital goals of
permanence, exclusivity, proximity and shared experience,
because these are properties of BEING A COUPLE which
realize the chosen metaphor. This metaphor engenders
the further goals of connectedness during separation and
vicarious sharing of separate experiences because these
are alternative ways of realizing the goals of proximity
and shared experience, respectively. In the same way,
MARRIAGE IS A PERSON entails the goal of marital
unselfishness. But marital metaphors, themselves, are
organized by underlying conceptualizations. The logic
which links these two metaphors seems to be a processual
one--that of two independent people coupled together and
merging into a single person.
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A further set of metaphors ubiquitous in Alex's
thinking, marriage as some kind of MANUFACTURED PRODUCT,
is linked to the metaphor, MARRIAGE IS BEING A COUPLE.
This 1s done by equating one particular property of
BEING A COUPLE--permanence--with a property taken by
MANUFACTURED PRODUCTS--durability. The reasoning is
revealed in one of the interview segments above:

6H-1: That, you know, we were now a family.
Just the two of us, we were a family, and
that--and the commitment was to make that
family move. You know, that it was going to
be a solid thing

"just like the parents' had been," with an ensuing
discussion of marriage in the '60's contrasted with the
mass divorce of today. Another passage which makes
explicit the relationship between product manufacture
and permanency is

6H-1: When we got the apartment in Virginia
Beach in Norfolk it was really nice, And it
was--1 have very fond memories of that place
and our marriage at that place. I think we
began to really form a marriage there. The
fact that Shirley got pregnant also indicates
we were getting into something more permanent.

Thus strong or solid or good marriages, or what Alex
elsewhere calls successful marriages, like his own, are
those which are permanent. His comparisons with other
couples inevitably employ the DURABLE PRODUCT metaphor
to distinguish between these marriages and others which
are "weak," or "broken":

6H-2: And we were relying on the kind of
looking at each other and saying, "Well,"

you know, "Who are you?" Now people were
doing that up there, married couples were
doing that quite often and it resulted quite
often in broken marriages. There was a lot

of trouble with that. A lot of couples who
came up there [TO ICELAND] had problems.

And some other couples that came up there
seemed to be very strong in their marriages,
when they left there, as I think we were. And
we remained good friends, although long-distance
friends, with some of these couples. That we
knew up there who were our age, who had good
strong marriages, and whose marriages were
obviously strengthened by the stay there. Or
at least not weakened by it. I think our
marriage was strengthened there. I think we
did--we were forced to look at each other very
closely.

Strong marriages are less likely to break than weakones.
But the introduction of the DURABLE PRODUCT metaphor
seems to permit a proliferation of metaphors expanding
this notion of marriage as some kind of MANUFACTURED
PRODUCT. A common one Alex uses is a metaphor of
marriage as a production or project, the effort at
making the marriage, an effort which in his words either
"works'" or doesn't work, and which you have to "'work at"
and "'work out." In one version, the result is a
decidedly home-made product:

6H-4: Maybe this is just for us. Maybe this
has nothing to do with anybody else. But it
could be that--our situation when we got
married was such that we had lots of room to
adjust. Because we didn't have any idea what
we were getting into. That gave us a lot of
room to adjust. And by the time we had been
through the first year we realized, you know,
there would have to be adjustments made. And
a few years afterwards when things really got
serious we were--you know, when the marriage
was strong, it was very strong because it was
made as we went along--it was sort of a do-it-
yourself project.
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While Alex is ''not exactly sure why one marriage works
and another doesn't,'" he does have ideas about what has
made his own marriage, and other strong marriages he
has known, work:

6H-2: Well 1'd say there’'s something about
those people that we knew, they had a basic
solid foundation in their marriages that
could be shaped into something good.

Here the product is an edifice of some sort, to allow
the notion that what is critical 1s a solid foundation.
The foundation, he believes, is "commitment":

6H-2: The couples that we knew that it was
working, T don't think there was any question
in their minds about getting married. All of
them were pretty sure that they wanted to get
married. And they were pretty sure they knew
what to do with marriage. And this was true
about us too, even though, I've said over and
over again, you know, how much we've changed
and how much our relationship has matured.

(Here he refers to the MARRIAGE IS A PERSON metaphor,
which is not applicable in this context),

I still, at the very beginning, I said, you
know, right away we knew there was a
commitment. And this was the same thing that
was basically true about all these couples.

I think they all got married thinking that
this was "the thing." The right thing to do
and 1t made sense to them.

In his own case the commitment to marriage is attributable
to background, and it becomes clear that the commitment
itself is about not giving up the marriage; now, perhaps,
permanence is equated with the tenacity of the effort
rather than the durability of the product:

6H-1: I think we're just lucky as hell, that
we have a good marriage. And I think it's not
just due to luck but also the fact that both

of us are--have deep commitments to the concept
of marriage based on our backgrounds and
upbringing. We couldn't have given this up
once we made the commitment to it, without
tremendous trauma.

He. attributes this attitude to the common cultural
heritage he shares with his wife, because "Jewish
families are strong and such" and '"the cultural heritage
gets carried on." Even though his parents' marriage,
unlike his own, is far from ideal,

6H-7: 1 think they believe in home and family
too and perhaps I've gotten this strong feeling
about home and family from the fact that they're
together despite all this bickering and arguing,
you know, they would never think of divorcing,

I don't believe. I don't think it ever crossed
their minds.

But there are other factors which worked for he and his
wife:

6H-2: I will only say this, what worked for us
is, we have a common cultural background. We
have the Jewish heritage which is very strong--
that heritage is very strong and has made a
difference for us. We are supportive of each
other and we are very, verycomplimentary to
each other.

He elaborates on this latter "asset':



6H-4: 1 think that we were so different and
we had such complimentary differences that
our weaknesses—-~that both of our weaknesses
were such that the other person could fill in.
And that quickly became apparent to us that
if we wanted to not deride the other person for
their weaknesses we would instead get their
strengths in return. And that's what I think
has been the asset--these are the assets that
have been very good for us. And I suppose
what that means is that we have both looked
into the other person and fouud their best
parts and used those parts to make the
relationship gel. And make the relationship
complete.

Here he moves to another PRODUCT metaphor which suggests
cannibalizing parts from two broken-down automobiles to
build a working one. Elsewhere, the PRODUCT idea allows
still another metaphor:

6H-4: 1'dcertainly hate to see people--
everybody in the world jumping into marriage
immature. But maybe there's really something
to the idea that it is not so much how you
feel--exactly how you feel before you get

into a marriage but what you can make of life,
you know, in the marriage that really counts.
Having thought it out--in other words, having
thought it out beforehand and coming to the
conclusion that you really are in love. Might
not be as good for a marriage as having gotten
married, looked into what was worthy of being
in love about, found it, identified it after
awhile, because it does--it takes a while, and
then made that the cornerstone.

Aund finally, another element in their situation which,
coupled with commitment, made for a permanent marriage
was the very lack of any idea, at the outset, what
marriage was about; this understanding permits him still
another DURABLE PRODUCT metaphor:

6H-4: But I think that my commitment to the
marriage was just so strong and I--as I said
before I think this had a lot to do with
heritage and background and what we knew had
to be done. My commitment to the marriage

was so strong that even though, or maybe--I
don't know, maybe because I hadn't thought
about this, because I had to make it a struggle,
or because it was a struggle for us that we
forged a lifetime proposition. And maybe it
was because things were wrong at first, and we
were screwed up and we didn't know what we
were doing. Maybe that had something to do
with what was good about it. The fact that we
really had to work at it.

So that all these different metaphors--of carrying
out a project, shaping a product, putting it together
from different parts, building an edifice with a solid
foundation and a cornerstone, forging something that
wlll last a lifetime, something strong and unbreakable—-
are permitted by the underlying, and more general,
understanding that MARRIAGE TS A MANUFACTURED PRODUCT.
And each of these metaphors introduces its own marital
goals: you have to start out with the intent not to
give up (the foundation); you have to be willing towork
and struggle to produce it (the effort); you have to
find something worth being in love about (the
cornerstone); vou have to identify each others'
strengths and overlook each others' weaknesses (the
parts), and so on. In Schank and Abelson's (ibid.:
116~117) terms, these would scem to be Instrumental
Goals-~they are all in the service of constructing a
durable product. In turn, the conceptualization of
marriage as a PRODUCT is linked to a prior understanding
of marriage as BEING A COUPLE, via the association

between product durability and marital permanence.
Unlike other goals of BEING A COUPLE, such as proximity
and shared experience, permanence is an Achievement Goal.
And it is difficult to achieve, something that must be
worked at, a feature which lends itself to characterization
in terms of production. Thus, one model, of what
marriage should be like, leads to another model or theory,
about how it can be implemented. Each suggests apposite
metaphors, and each new metaphor is capable of
introducing new marital goals.

This highly individualized and relatively complex
model of marriage contrasts with the cultural stereotype
with which Alex entered marriage--the goal subsumption
model which cast marriage as a RESOURCE and asked what
he "got out of it." 1In general the preconceived ideas
with which husbands and wives enter marriage, by
comparison with the understandings which they ultimately
construct through the process of encounter and
assimilation and realization, are very sketchy, static,
culturally standardized and readily dispelled. These
more complex understandings supply any number of simple
stories for a story understanding task, such as

Alex decided it was time for Shirley to stop
fooling around with any other guys. He got
married to her.

or
Alex thought that two years apart would do
severe damage to his marriage. He decided
to take the post which provided housing for
families.

or

Alex feels that analysis focusses on the
individual. He was afraid that his wife's
analysis would ruin his marriage.

and so on.

The degree to which marital goals are tied to the
metaphors which engender them is more obvious by
comparison with a different set of metaphors. For this
purpose the views of another husband will be somewhat
more briefly summarized and interpreted. This husband,
Bob, began marriage with a version of the LIVE HAPPILY
EVER AFTER myth of American marriage,

S5H-2: I don't think many issues did come up.
I think that I was a very adept liver in the
sense of I did my thing rather well. 1 was
much into being, I think--playing a great deal
on the surface of life and living. I think
that, it seemed to me that people got married
and lived together in a certain amount of
harmony, ergo, we will marry and live together
in a certain amount of harmony. We didn't
pursue in any depth any issue that I recall.
That 1f, I don't know, me walking in with my
feet sloppy ticked off Eileen then that was a
reason why I didn't walk in with my feet sloppy.

This model was to be jeopardized, first, by their
friendship with another couple who were continually
questioning their own relationship:

5H-2: 1 think that we saw at that juncture,
probably not even consciously, the potential
for a different kind of marriage--a different
sort of motif. And I think we were both
impressed, awed with it and frightened of it.
We didn't want to leap in into an inquiry
method of marriage at the point--1 don't think
either of us felt an impetus to do it, in a
sense that it seemed to be the way to a good
marriage.
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Ultimately, however, a series of extramarital sexual
relationships with other people led them to adopt the
inquiry method. These relationships called into
question, for each spouse at different junctures, the
status of their relationship with each other. When
Bob reacted to his wife's affair by declaring his own
intent to figure out "where he is" on his own,

SH-4: She then became very concerned about,
"My God. All this means all this. You know
what I really care about is my relationship
with Bob and I don't want it to go to hell."
And T think that was a very important thing
to hear for me. And I think from then on, we
talked a great deal more about our--where are
we, and not where are you but--or where am I
vis-a-vis life and love and the pursuit of
happiness, but where are you and I?

When he gets involved in an unexpectedly intense love

affair, he and Eileen go to the mountains to work
through the questions,

5H-5: '"Where was I? What did it mean?"

"What did it mean to the two of us?" FEileen
basically supportive and in favor of it but
also scared to death and not knowing and I
guess in a sense, at least what I--was conveyed
to me was, "I kind of--I thought another
relationship would be nice and I'm glad that
you're having it. But my God I didn't think it
would be quite this intense," and all of that
sort of thing. The--I think she was not overly
threatened by my sexual involvement with Martha
but that was a weighty dimension. The--I think
she was more concerned about the depth of our
love and the basicness of my love at that point.
Which again, excluded Eileen but--certainly had
an intensity that was different from my love
for Eileen at that time.

It is not only Eileen who is scared by the depth of Bob's
involvement with Martha:

5H-6: I think the risk is basically that the
situation of the relationship with Eileen and

I would get out of hand, such that I couldn't
insure that it would continue no matter what

I did. And so I would be in a position of
losing someone that I thought so much of and

I could do little about it. And so if I played
it safe, if I played it tentatively, I had a
certain control in it, in the sense that

Eileen could be running around and making a
risk of herself in a sense, but if I didn't I
could always hold it together and keep it going
and all that. Which I might think
retrospectively is not probably right either
but that was my perception. So I think really
what was at stake was the--was ending--losing
the relationship.

Bob and Eileen meet each one of these marital crises by
talking:

SH-4: 1 think it worked out that Eileen and
I both perceived that we had little idea of,
in fact, what our commitments to one another
involved. That we did not in many ways know
ourselves particularly well, relative to
relationships, relative to life and living
and that sort of thing. I think it worked
out that through miles of talking, with one
another, on a lot of this, that it at least
made sense to us and felt important to us to
continue our commitment and our living
together with one another.

And on another occasion,
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5H-5: So we went back to the mountains and I
think it was a time of a lot of walks. It was
a time of a lot of searching., A time when we
gave each other some space to kind of work out
where each of uswere....I think at the end of
that time together, we both were--it was pretty
clear to both of us that our love was a very
strong and deep one.... And in that it was a
biggie, that we really had to keep in contact
about it, we really had had to talk about {it.

The conclusion which emerges 'through miles of talking"
is that the relationship with each other is a basic or
PRIMARY RELATIONSHIP, a "biggie," and this understanding
makes sense of their relationships with other lovers:

SH-5: There was a primary commitment to me
and the relationship with Dave was ancillary,
may deal on areas that I didn't. But was
largely additive and so that made it good and
okay and reasonable and all that. That's kind
of a rule or an understanding in much of that
that made sense.

5H-9: And so there's been a very strong draw.
I think that as we were slugging through some
of the more rational issues or those that we
could get into some sort of rational component,
what really prompted us to do that work and
what really made it important that we come to
some clarity is the strength of the emotional
sort of thing. Whica again I think we both
recognized and then just a--I don't think we
glorified it as much as acknowledged that it
was there. That 1s to say my hurt hurt Eileen,
her hurt hurt me and I can be hurt by lots of
other people's hurt but T think not to a depth
that that seemed to consistently have, and
then with her as well. There--maybe it's the
combination that there is a--there's an
intellectual stimulation with one another,
there's an emotional stimulation with one
another, there's a sexual stimulation with one
another, there's a childbearing stimulation
with one another, or wrestling with great
issues of the world, and so I think Eileen
encapsulates for me an ongoing growth potential
for me and all that gambit and vice versa, I
believe. So--and I think we have found parts
of that in many other people many times, but
no one who we felt could replace in that sense.

MARRIAGE IS A PRIMARY RELATIONSHIP, comparable to other
relationships, but more basic, important, emotionally
deep, and irreplaceable. Unlike Alex's model of
marriage, it does not entail exclusivity. Consistent
with this view of marriage, Bob reports that he has
trouble with the term 'marriage' itself, and he is far
more inclined to speak of their 'relationship.' He
comments that

SH-8: I think that we looked at our
relationship very often in contexts of other
relationships. We have been as a couple at times
very involved with other friends and what they
were doing or not doing. And they have seemed
very comfortable sharing with us where they are
and where they aren't and I think we have
provided for them sometimes new vocabulary and
vice versa. I think Eileen has been more open
about where she is with her friends than I have.
Getting out types of new vocabulary or why
don't you look at it this way. Or getting
support for areas that she was in some sense
holding out or trying to say to me, "No, it
needs to go another way." That sort of thing.
So I think other people provided us both
through their direct request for owur counsel
and help and all and the times in us utilizing
their marriages as kind of case studies for
where we are in all this.



monitored very carefully how she was changing

This use of other marriages as 'case studies' providing
in the aspect of, "Is this still the person

new vocabulary and new perspectives helpful in the task
of understanding their own relationship, contrasts with who I want to interrelate with? Can I deal
the way Alex uses other couples' marriages. For Alex, with this change? Does it seem reasonable to
other marriages are either like or unlike his own in me? What do I have to gain or lose from it?"
terms of durability, and their comparison provides him That whole bit.
with some understanding of what that difference is.
Such separate experiences cannot be dealt with, simply,
If MARRIAGE IS A PRIMARY RELATIONSHIP, the by sharing them vicariously, for they alter the
Preservation Goal is to keep this relationship together individual in ways that may simply move him or her too
in the course of other, less important ones. But a far away, so that the relationship can no longer be
RELATIONSHIP does not link two people together held together. Efforts to keep in contact may not be
physically, as does BEING A COUPLE; rather, it positions enough, either. Changes in the other person may be so
them vis-a-vis one another. Thus the problem of great as to call into question whether this is "still
implementing this goal is not one of constructing amore the person who I want to interrelate with'--whether
durable product; it is one of "keeping in contact," a this should continue to be the PRIMARY RELATIONSHIP.
major Instrumental Goal of this marriage. This involves For unlike Alex's version of a marriage as some kind of
the "inquiry method" of marriage. Marriage as INQUIRY physical coupling, a PRIMARY RELATIONSHIP cannot
lends itself to the further metaphor of mutual self- necessarily be expected to be permanent.
examination, and hence marriage, as a SPATIAL
RELATIONSHIP . SH-7: I think that what our relationship is,
is important because we're two other people
that do live together, we have lived together,
Eileen and--the information and the knowledge
and the respect and love for me that she has
is enormous and vice versa. And I think that
now it's much more a commitment to making
certain that we're pretty clear where each of
us are in our growth, in our lives, in our
living. Not, I guess--what I don't feel in
what you asked is, not to keep the relationship
together but because we have a relationship.
I truly could conceive of us in our evolution
of things feeling that an ongoing relationship,
living together, does not make sense. When
we're at a point in growth and who we are or
" because of another person or another opportunity
that seems to be there that says, "Okay we need
not and we probably should not perpetuate this."
I guess here again I feel very simple-minded
about the whole thing in that that we live
together we need to clarify these things there's
a compelling interest to do so. I feel pretty
much the same with most everyone as a matter of
fact, but not to the depth of commitment to
doing it. I mean it's very important to me
that Eileen and I are pretty clear where each
of us are.

SH-7: I don't know I think that if she were

to change dramatically or I were that that may
not be so. Perhaps part of our commitment to
continually evaluate where we are in some sort
of awareness of that phenomenon. That the
greatest liability to our relationship is to
not work on trying to get a good sense of where
we are. If I let her alone and don't try and
she lets me alone we might satellite far enough
away so we're not sure what's in between us.

This last is a kind of "Lost in Space'" metaphor which
nicely captures the sense that there are no reference
points except each other. In this spatial metaphor,

"keeping in contact about it" means '"talking about it.
Talk, which initially served to establish the primacy
of their relationship to each other, now serves to keep
each spouse apprised of where the other is so that they
can, presumably, do whatever necessary to "hold
together'" their relationship.

5SH~5: So I think that the relationship with
Martha probably set a lot of ground rules for
how we're going to communicate through other
relationships, at other times. I guess {t
also very deeply confirmed that we can deal
with and process in the throes of living
relatively effectively, a lot of stuff. And
that if we don't, if we try to pack it off
somewhere, very quickly there's a very
perceptiv--perceivable sterility, by each of
us, at where our relationship is.

So that the final Instrumental Goal of marital self-
examination is to assess when it is time to discontinue
the relationship, either because the two spouses have
moved too far apart, or alternatively, because another
relationship has taken primacy. Such assessment, these
passages hint, is understood within yet another
metaphor, of gain, loss and substitutability--A

Again, the role of communication in this marriage
contrasts sharply with the use of talk by Alex and
Shirley to convert unshared into vicariously shared
experience by telling all the remembered details of
their times apart.

Alex feels his marriage threatened when certain
conditions--his wife's flirtations, her analysis, their
lengthy separation--arise to block critical marital
goals. He generally responds to such situations by
doing his best to eliminate the threatening condition.
What threatens Bob's marriage is a much more gradual
process of change in one or the other spouse, which can
be brought about by new relationships or newexperiences
of any kind, and which is so nearly imperceptible that
it requires continual monitoring:

SH-7: 1 guess what I'm saying is I don't know
how big a change that I thought there might
have been but I think that there is always a
thought when Eileen goes into a different sort
of experience and--or I do, of the other
partner saying, "How much will this change
them?" Indeed, Eileen's going to her job in
Greensboro. There was a part of me that

RELATIONSHIP IS AN ECONOMIC EXCHANGE.

Elsewhere (Quinn n.d.) I have described the role of
the word 'commitment' in framing marital goals. Inone
of its senses, marital commitment is to those goals
which are effortful and ongoing enough to require
substantial dedication to them. It is not surprising,
then, to hear Alex say, "....the commitment was to make
that family move. You know, that it was going to be a
solid thing." while Bob speaks of 'our commitment to
continually evaluate where we are,” "a commitment to
making certain that we're pretty clear where each of us
are in our growth, in our lives, in our living." The
word 'commitment' is used to mark those marital goals
which are instrumental to the implementation of a given
model of marriage.

I hope to have hinted that two-liners from story-
understanding tasks are poor sources of inspiration for
a theory of goal organization. All of us can interpret
any one of the Alex stories I invented above, and
probably for the most part interpret it correctly,

This is because we have a great deal of knowledge about
the possible links between particular goals and
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particular actions, including both knowledge of human
nature and of American culture. This knowledge helps us
understand what Alex might be up to in the particular
instance; 1t does not tell us much more, because to do
such spot interpretation of someone else's behavior we
do not ordinarily need to know his philosophy of
marriage. We do, indeed, have some folklore about the
way in which marriages may organize goals. This
folklore again, is a misleading source of information
about the way goals are actually organized in ongoing
marriages. It may tell us a lot more about why John
decided to get married than about why John decided to
get divorced. The organization of marital goals and the
goals of other interpersonal relationships is better
understood in the richer context of extended discourse
about the discourser's own relationship--that is, from
the inside. While such discourse i{s not perfectly
transparent by any means, it does suggest a view of
goals as organized by metaphors which are themselves
organized around underlying theories of what a
relationship should be and how such a relationship can
be implemented.
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The Froblems of structure and
organization in perception are among the rost
certral ir the history of the field.
reginning w®ith the gestalt movement early in
this certur¥, researchers and theorists alike
have  supposed that certair  types  of
ferceptnual Fhercmera provide insights irnto
the structVre and orgarization of the system
that produces them. There «<re two major
questions. first, wkat is the ccmmon element
in these phenorena that provides the most
transparent view of the irternal structure of
the system? Second, how 1is this structure
embcdied and vsed within the system so that
it produce¢ the otserved pnenomena?

In this peper 1 suggest arswers to toth
questiors. To provide an initial idea cf the
direction I will take, here is & trief
greview., The organizational pheromena I take
to te most critical for wunderstanding the
structurs cf perception are: ‘a) objiect
ronstancy despite changes in imagce size,
shape, mcsiticn, and orientation, (b) motien
perception of structured objects, i{c; figural
geodress or good gestelt , (@' perceptual
grovping of the visuel field, ard le}
refererce frame effects. First, I will argue

that these phernomena are related by the fact
that underlyirg ther all is a cormon
transformatioral structure. Second, I will

descrite a general design for @ computatioral

system within which trarsforrmaticnal
structure car bte analyzed easily. The
proposal is to <couple a transformaticnelly

tased syster of analyzers with an attenticreal

recharism that establishes a variable frare
of reference withia 1it. Tne job of the
dattentional freme is to move arourd within

the space cf &nalyzers so as to naximize the
invariarce @end stabtility of the atteried
cutput. It dces so by cempensatirg fcecr the
cktanges trcught atout ty the transformations.
Finally, I will make a few rerarks about whr
I thinx tne kind of corputational structure I
am propesing is ar interesting one frem a
purely treoretical standpoint.

Transfcrmational Structure

The basis of transforrmational structure
{8 the corcept of trarnsfcrriational
invariance. Transformational invariance
refers to the fact that wher an otiect
vndergoes a spatial trarsforration, sucn as &
rotation, a @greet many changes eccvr in the
pattern of stinulation on the retina, tut at
the same time there is a great deal of higher
order structure that 4does not change at all.
A11 sorts of relationsaips (nr relationships

ariong relationships, do not charge, even
thongh each first order property dnec, ard
trhese unchanging aspectis are the
trarsforrational invariants. Ir rany cases
they corresperd mere directly to tre
irtrinsic properties of the real world otjiect
undergoing theé trarsfermaticrn == its size,
shape, color, and so fortn == tpan to the
properties of its projected image, The

image, after all,
object clearly

changes in ways that the
does not. Eecause
transformational 4invariants reflect objiect
properties rather than {image properties,
computing them probably grlays an important
role in getting from an image besed
representation to an obtject or world besed
one.

Fcw can the transformatioral structure
of an event te computed frcem the
spatio-temporal images that arise from 1it.
The problem, of course, is that while it is
trivial to compute the image over time from
knowledge of the real world obiect and its
real world traansformatiorn, the reverse is not
at all triviel. 1In fact, there isn’t ever a
vrique solution, dbut only an infinite set of
odbject/transformation pairs. In other wcrds,

there are nany different world events --
chiects uvndergoing transformetions -- that
could give rise to the same specific event
images and no 1logical basis on which to
decide the correct ore from purely optical
information. Tt is clear that some
eadditional assumpticns are needed atout

either the nature of the otject, the nature
of the transformation, or %Yoth to reach a
determinate solution. To reach the correct
solution as well, the additiocnal assvmpticrs
will have to te chosen in a principled way.

#hat assumptions might help heze?
Clearly & good bet would be ary assumpticn
that is generally true <cf -events in the
world. Then, arriving at solutions thaet are

consistent with these assumptions will alrost
always resvlt in veridical percepticn.

Perhaps the most striking fact atout the
transformations that characterize events in
the world is thet both obiects and
transformations tend to te fairly statle over
time and space. This is certainly tme cver
short intervels cf time and small regiors of
space and is uswally true over long intervels
of time (on the order of at least whole
seccrAds) and larger regions of space as well.
To the extent that this is so, otjects can te

well approxirated as rigiad and the
transferrations they undergo es uniform
rctions in three dimensional Space.

Naturally, there are many cases c¢f non-rigia
objects undergoing verious complex rmotions.
But even these are probabdbly test understood

ir terms of how they can bte analrzed intec a
structure of rcughly riesid compenents
undergoing roughly wuniform motions. The
rotion of @& persen welking is a case c¢f

nnr=1igid motion thet has vielded to such an
analysis (Jehansson, 19735 Cutting, 1981).

Tre rigidity and uriformity assuvmptions
suggest that the perceptual system operates
in such a way as to maximize 1invariance in
toth objects and motiens. In anthropcomerphic

terms, tre system 'wen;s" to analvze toth
objects and mctions as changing as little as
possible . ¥anting to change as little as
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Fossidle” refers simultaneously to the facts
that that the perceived object/motion pair
must, ir some sense, account for the sensed

variations in the image and that this can be
done in more than one way. To pick a well
studied exarple, the kinetic depth effect, if
a line changes simul taneously in 1its
projected length and orientation, it might bde
either (a) a 1line that gets shorter and
longer by certain amounts as it rotates 1in
varous possidle ways or {b) a 1line of
constant length that is rotating 1in depth
(wallach & @“Connell, 195%). The latter is
almost invariatly perceived, although it
sometimes takes an observer several seconds
to achieve 1it. Cnce 1t is perceived,
however, it is stable and dces rot
spontaneously change to something else.
According to the present line of thought, the
rreferred interpretation arises because it is
"simpler” than the alternatives given the
heuristic assumption that objects in the
world tend to be rigid and undergo uniform

rotions in three dimensional space. Thus,
the perceptual system seems to prefer
interpretations of greatest possitle
invariance.
Motion and Constancy

The perceptual phenomena most directly

and obviously related to transformaticnal
invariance are those of motion perception a&and
object constancy. Motion occurs wher the
position ¢f some object or part of an obdject
changes over time. It is the paradigmatic
case of & transformation, of course, but it

is perhaps not so otvious what it has to do
with invariance. 1In fact, the whole concept
of a distinct object wundergoing motion

gresupposes invariance in that the object is
taken to te unchanging (except for its
pcsition, of course) as it moves. Logically,
one could just as well say that the world rad
changed its irtrinsic nature over time. This
wculd dYe a mcre reasorable notion if ore
perceived the visitle surfaces of the world
like a rudber sheet that simply changed its
shape plastically durirg events. The fact is
that people to rot perceive the world in this
way, but as consisting of articulated,
unchanging objlects that undergo various scrts
of motions. This highlights the fact that

rerceiving motions of obiects actuelly
rresupposes invariant aspects as well as
varying ones, ard that an event in the world

always has bdoth comporents,

It appears, then, that object ccnstancy
is Jjust the other side of the coin from
motion perception. ction is the yperceived
transforration; object constancy 1is the
perceived invariance. They are completely
coupled in that for the motior to be
different, the cbject must te different tco.
In the <case of a rotation 1in depth, for
example, either the object is rigid ané the
rotion is uriform f{(&s in actval depth
rotation) or the object is plastic and the
motion is nonuniferm in such a way that their
combined changes produc® the two dimensicnal
image (as in the plastically A“eforming
colored regions ir a motion picture cf a
depth rotation,.
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Given that real world events tend to
consist of rigid odbjects in uniform motions,
a perceptual system would be biased toward
veridicality if it somehow emtodied
preferences toward perceiving rigid obdjects
and uniform rotions. Indeed, there is good
evidence that this is true. When presented
with ambiguous 1{information, people tend to
Ferceive rigid odbjects rotating or
translating in three-dimensional space as
long as the cptical structure 1is consistent
with such an interpretation and the system is

iven sufficient time. For example,
ohansson (195¢) showed that people have a
strong tendency to see two moving points as
fixed at the ends of a rigid rod moving in
three dimensions rather than as moving
non-rigidly in two dimensions. Thus, an
ambiguous object in vnambiguous motion tends
to be perceived as rigid rather than
plastically deforming. The other side of
this story is that an unambiguously specified
oblect in ambiguous stroboscopic motion tends
to be seen in uniform motion (Shepard & Judd,

1976; Farrell & Shepard, 1981). Clearly,
there is something special about rigid
obtjects and motions for the human visual
system.
Figural Goodness

Another irportant problem in perceptual
theory that is intimately related to
trarsformational structure is | what
psychologists have come to call figural
goodness. Figural goodness refers primarily

to subjective feelings of order, regularity,
and simplicity in certain figures as opposed
to others. The relation of this subjective
feeling to transformational structure is not
intuitively obvious, tut it is nevertheless
simple to grasp.

Figures are "good” to the extent that
they are themselves invariant over certain
types of transformations. The most obvious
case is that of standard bYilateral or
reflectional symmetry. = To illustrate, the
letters A and ) are reflectionally
symmetric about their vertical axes Dbecause
each letter is the same as itself after being
reflected atout a vertical line through its

center. The other widely knowr type of
symmetry is rotational. The letters N and
"?2" are rotationally symmetric through an
angle of 1E€0-degrees tecause each letter is

the same as {tself after teing rotated by
1€0-degrees. Still other letters have
transformational invariance over a numter of
different transformations: X, C, H , and

I all have two reflectional symmetries
(about vertical and horizontal lines through
their centers) as well as 1lg@-degree
rotatioral symmetry. A perfect circle has
still greater transformaticnal invariance
tecause it 1is wunchanged ¢ty all central
rotations and reflections.

There are two other, 1less well known
types of symmetry: translational ard
dilational (¥eyl, 1952). They are defined ty
the same abstract scheme as for reflectioral
and rotational symmetries. doth of these
latter sorts of symmetries technically apply
only to idealized, infinite patterns, but one
can define local versions that apply to



finite patterns by only requiring
for part of the
trarsformation.

invariance
pattern over the
(See Palmer, in press, for a
rore complete discussion of symmetry, local
symmetry, and their relation to
transforrmational structure.)

It turns out that the goodness of
figures can be well predicted from its
symretries in tric exterded sense: the set of
transformations over which the figure |is
irvariart. Garner (1974) showed that ratirgs
of perceived goodness increased monotonically
with the nurber of transformations over which
the figure is 1irvariant. Garner actually
talks abevt rotation ari reflection (cr
% & R) sntsets of a figure, tut this concept
turrs out to be isomorphic to the nrnumber cf
rotational and reflectioral invariants
(Palmer, in press). Further, the amount of
transformational invariance a figure has also
strongly affects how gquickly people can matcn
two figures for physical identity, how well
they remenber a figure, and how easily they
car descridbe 1it. Such results demonstrate
the reality of figural goodness in perceptral
processing. (See Garner, 1674, for a
review,. There is additional evidence that
figvral goodness depends orn trarslational arnd
di]agioral invariances as well (Ileeuwenberg,
1271).

Ir summary, figural goodness seems tc be
cheracterized quite nicely by the concept of
transformaticral 4invariance. The relevart
transformations in this case are reflections,
rotations, translations, and 1iletions.
Except for the addition of reflections, these
ére the same set that characterizei rotion
and chjiecrt constarcy phenomena. It seers
urlikely that this is merely a coincidence.

Zrovging

The next pheromenon I wart to relate to
transformational structure is groupirg
(Wertheirer, 1922;. Figure 1 shows sore
stardard exanples of grouping pnenomere in
which rmest people repcrt perceivirg either a
vertical or horicontal orgarization. Filgure
1A demonstrates the influerce cof proximity on

grovping. The dots are orgsnized into
vertical cclumns fratrer thar therizentel cr
diegoral rows) tecaluse their vertical

rroxirity is greater than their horizortal
Froximity. Figure 13 ¢emernstrates the
irfluence of sirilarity of orientation. All
else beirg equal, similar elements tend to be

grouped togetner and dissimilar glements
8rouped apart. Yary dAifferent kinds «cf
similarity have teen saown to affect

grouping, bdut coler, size, and criernteticn
are  particularly strikiag. Contiruity,
symmetry, and closure are three other well
documented factors. kvt perraps the rost
rotent of all is what gestaltists called

cormon fate.  Flements group together by
common fete wher they meve in tge same
direction at the car.e rate. Tven a
completely homrcgenecus field cf rerdcm dct
texture spontareously organizes irto figure
ard ground wher a spatial subset of the dcts
tegins to move together or wner the rest of
the dots tegin to move erourd them.
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Fig. 1: Grouping by proximity and similarity.
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The poirt I want to make about groupirg
phenomena is just this: Elemernts are grovped
together when they are in cleser
transformational relationships to each other
tharn they are = to other elemernts.
Transforratioral closeness refers to the
ragnitude of the transformation required to
echieve transformational invariance. For

exarple, the dots in Figure 1A must undergo a
larger translation to bring them irto
congruence with their vertical neighbors than
with their horizontal neighbors. In Fipure
1E, the figures must undergo < rotation as
well as a translation to coincide with treir
vertical refghbors, whereas just a
translaticen will suffice for the nhorozcrtal
neighbors.

Now consider some of the most potent
factors in grouping phencmena. Similarity cf
two elemrents in position, orientation, ard
size can be defined by the magnitudes of the
transforrmations -- translations, rotaticns,
and dilations, respectively ~-- trat are
required to make them equivalent. Continuity
is similarity over 1local translaticns, ard
tilateral symrmetry is similarity OVETr
reflections. Ard so, once agein, we find the
same types of transformations lurking ©behird
grovping phenorena as we found behind motiorn,
chiect constancy. and figvral gcodness.
Groupirg seems to be determined ty maximizing

transformational relatedness within a
rerceptual group.
Frames cf Reference

The final category cf perceptual
pherorena I went to discusss I will call

reference frame effects. It 1includes a
number cf different results in many different
domains. What they all have in common is to
suggest that rerception at any mcment occurs
within @ single, unitary frame of reference
that captures common properties of the whole
display. Cther properties «are perceived
relative to this frame, very likely in terms
of deviations from it.

Kks an example, consider now the
orientation c¢f a global reference frame can
affect shape perception. Figures 2A and 23
snow the same form in two orientaticrs thet
differ by a 4E-degree rotation. TFigure 24 is
rerceived d4s a square because its sides are
horizontal anrd vertical, and Figure ZE is
rerceived as a diamond because its sides are
diagoral. Fowever, an interesting thirg
happers wheén a number of such forms are
aligned diagonally. The perceived shepes
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reverse: horizontal and vertical sides
produce the appearance of diamonds while
diagonal sides produce the appearance of
squares (Attneave, 19€8; Palmer, in

preparation). It seems that the tilt of the
whole configuration is somehow factored cut’
of the display, and the orientation of the
sides is then perceived relative to the whcle
configuration._  The «conjecture is that this
factoring out is done by establishing a
tilted frame for the figure within which 4%
degrees is the referent orientation. This
would explain why the shapes are perceived as
they are, andi it fits well with many other
ocrientational phenomena in shape perception.
(See Rock, 1273, for a review!.

o
DODDOO

A B C D

Fig. 2: Reference frames in shape perception.

Sirilar effects are well known tc occur
in rotion perception. For instance, when twe
roints are ir <inusoidal rotion, one
vertically and the other horizontally as
shown in rigure 3A, people do not usuelly
rerceive them as such. Fether, the see a
cenfiguration that moves diagonally as a
vnit, withirn which the twc dcts mcve toward
and away from each other as depicted 1in
Figure 2F !/Jchapsscn, 19%¢;. Here again, it
seers thet the perceptual system estatlishes
A frame of rererence for the comrmor rction
sné facters ity out. “Induced motion
effects are <imilar irn that an unmoving
ctiect is seern tg Move because a larger, more
prorinent opticgl sStructure serves as tne
frame of refereprce, but is moving sc¢ slowly

that 1:< wmotiop 1is not detected (Tunker,
1e2¢).
TR
\ N
® N\
® \ \\
N\
N
~ )
Fig. 3: Reference frames in moticer perception

Tre relatigr of reference freres to
transforretiorel structure cen test te
explainec >y aw=glogy to their rcle in
aralytic georetry. Trere, a reference frame
is estzblished tq descrite a poirt’s lccation

numerically. It proviies a set of

assumpticrs withyp which spatial pcsitions
maps inte nurepjcal coorcdirétes. Iiffe;ent
reference ‘rames map the same point irto

tut theyr are relatec

different coordyrates,

ty erxactly the same transfcrmetions that
relate their correspording frames. In
ctandard Fucligean geometry, this set
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consists of translations, rotaticns,
dilations, and reflections. Thus, the
struvcture vunderlying all possible Euclidean
frames of reference is based on
transformatioral invariance: the set cf

transformations that make one reference frame
equivalent to all others.

Returning to perception, it seems that
the perceptual orientation of a 1line or
rerceived direction of motiorn is 1like the
positior of a point 1in analytic geometry:
their values depend on the reference frames
within which they are perceived. 1ike its
geometrical counterpart, this frame seerms to

include something akin to a position
(origin), orientation (axis), resolution
(unit size), &and reflection (serse). £Ard if

this frame is variable from ore moment to the
next, then an underlying structure of
transformations is implied that relate one

frame to another. These transformations are
exactly the same as we have encountered
repeatedly: translations (for positicen),

rotations (for orientation), dilations (for
unit size’, and reflections (for sense).

Transformational

Theory of Perceptual Structure

All of the perceptual phenomena Jjust
discussed suggest that the perceptual system
has a definite preference for processing
optical structure involving certain kinds of
transformaticenal invariances. The questiors
I now want to eddress are {a) what tnis might
tell us about perceptual orgarization ard (b)
how sucl. a system pnight te constructed
computatiorally.

I think the examples «cecnsidered atove
are telling vs that the visue&l syster is
tuilt on a transformational tase that cen te
used to extract trarsformeticns as a
heuristic for solvirg perceptual protlers.
In other words, the system is desigrned to be
transparent to transformations of the sorg
most coften encountered sc that it prefers
interpretations involving them. By

trensparent 1 mean that (a) these
transformations can ve computed rapidly and
casily 1in such a way that (b, the system can
compensate for them simply and efficliently.
This strongly suggests that the system rust
he desigred to solve the problems of
transformational invariance right from the
start, and that these design features form
the heart of the system.

There are three basic ccmporents ir the
sclution I will consider here: (a) a Spece of
analyzers that are transformatiorally related
to one another, (t) higher order analyzers
that compute output similarity of lower crder
ardlvzers over local transformational
relations, and (c) an attentionel mechanism
thdt estatlishes a perceptual reference frame
within the analyzer space that marimizes
invariances. The output «c¢f attentional
fixations {s stored in  memory @5 @
representatior of the perceived ohiect. 1
will discuss €ach part in turr mgore fully,
tut the reader should rememter that they are
interrelated proposals that onlv make Sense
within the corplete systemic structure.



First-oréer i-alyzer Space

Tre first componert consists of a set
{(rr sets' o¢f analyzers corputirg sSpatial
properties c¢¢ the visual field 1{i» parallel.
Serpric<ingly, alrost any sort of analyzers
will Ao, es 1leng as they have particular
structurel relatiorstips to each other., The
structural cc~strairt is that thes te
transformatinrallvy related to e€ach other.
Trecisely what this means is developed more
ftlly and forraliy elsewnere (Palrer, in
rress;, tut the bdasic nction is Jjust this:
Two analyzere sre transformationally related

if their “receptive fields” or spatial
functions’ are identical exceot for a
transformeticnr frem e specific set. I the
present case, tne set corsists, not
surprisingly, of the transformations
discussed earlier: tranrslations, rotations,
reflections, and dilations (the sc-called
similarity transformatiors of Fuclidean

geometry). 1 call such sets of
transforrationally related analyzers
functicnal systems because they compute, irn
this transformational sense, the same spatial
function ‘Palmer, in press).

An exarple would be a set of
“bar detectors with inhibitory surrounds
(ala Futel & Wiesel, 18€Z) whose e€lenments
differ only in the position, orientation, and
size of their receptive fields. Yach bar
detecter 1is related to each other one by a
tran<lation, rotation, dilation, or some
composite of two or more of these
transformations. A similarly constructed set
of edge detectors would constitute another
functional system, distinct from the first
tecause there 1is no transformation from the
specified set that makes a bar-like receptive
field into an edge-like receptive field ard
vice versa.

excitetory

The overall structure of a functional
system can te conceptualized as an analyzer
space in which each analyzer is a point. The

dimensions of the space correspond to the
transformaticnal relations amorg then -
l.e., the position, orientation, resolution

(or size), ancd reflection (or sense) of the
analyzers relative to each other. Since the
number of analyzers is certainly finite, the

space is only sparsely populated with
analyzer points. Therefore, it is more
appropriate to think of it as something like

a discrete lattice structure such as depicted
in Figure 4, The cyclic dimension is
orientation (which repeats after 1&@-degrees

of rotation) and the ©binary dimension is
reflection (which repeats after each
reflection), while toth positioral ard

resolutional dimensions are simple orderirgs.
The diagram is naturally a simplificatior of
the actual space, since one cannot depict a
structure of more than three dimensiors in
real space. To think of the whole structure
in concrete terms, one can conceive of the
vertical dimension ¢f the structure showr in
Figure 4 as resolution anc ther imagire a
whole two dirensional array of ther (to
represent the two positional dimensions) like
a case full of beer cans. Notice that the

relations ‘tetueen pairs of aralyzers in the
space reflect trhe transformational relaticns
tetweer ther as discussed atove. This
transforraticnal structure defines the
system.
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Fig. 4: The space of aralyzers.

Higher-order Lralyzers

The importance of transformational
relatedness among analyzers is that their
output is guaranteed to be the same given any
two patterns (or portions of patterns) that
are identical over the transformation that
relates them. For 4instance, <consider a
pattern with reflectional symmetry atout a

vertical axis such as the letter "A". As
discuvssed ‘tefore, this means that it is
invariant over a reflection about this

vertical line. Now consider any analyzer
that covers any porticn of this pattern. Its
output, whatever that might be, must bYe
identical to that of the other analyzer
related to it by reflection in the same
vertical 1line. Moreover, this is generally
true for all pairs of analyzers related to
each other ty this particular transformation
giver any pattern having that type of
symmetry. Thus, the interesting fact about
transformaticnal relatedness among first
order analyzers 1s that transformational
regularities in the stimulus event will be
reflected in easily computadle regularities
in their outputs.

In general, higher order analyzers are
elements that compute such relationships
among the outputs of lower order analyzers.
They respond tec symmetries or motions,
depending on whether they compare outputs
simultanecusly or over a time lag. We have
just discussed a case involving symmetry, but
it turns ovt that motion analysis has exactly
the same logical structure except for the
intrcduction c¢f & temporal difference. For
example, suppose that a pattern at some time
produces outputs in the first order aralyzers
and that the pattern ther moves, say, bYy a
translation. The output this produces after
a shert duratior will be exactly the same as
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the output it produced 1initially for each
Fair of analyzers related by that translation
over that time lag.

These second order analyzers can te
conceptualized as the 1links in the lattice
structure depicted in Figure 4, although
there ©probdably would bde far more of them.
They represent local transformational
relations amonrg first order analyzers. They
compute reguvlarities in space (symmetry) or
space-time (motion) ty determinirg
trarsformational invariances. One can e€even
think of ther as being embedded ia the same
space as the first order analyzers because
they have the same sort of transformational
structure. In the case of motion analyzers,
of course, there is the additonal dimension
cf rate of motion.

This transformational structure of the
secend order analyzers allows the possibility
of pigegy-tacking still higher order analyzers
on top. That is, the outputs of secord order
aralyzers couvld be compared for similarity in
Just the same€ way that they compare the
outputs of first order analyzers. This makes
mest sense for motion anelyzers. Those
analyzers that compare outputs simultaneously
would provide informaticn about symmetries
and regularities of nrotion. Those that
corpare over & further time lag wculd provide
informatior atout accelerations ard
fecelerations.

Visual Attertion and the Mirnd’s Fye

Given such a space cf eralyrzers, hcw can
it be wused, as irtended, to facter cut
transforrmsational structure? The real protlem

tere is to firé some internal trensfermation
that will <compensate for the external

transfcrmation

transformeticn. Ore
applying the

compensates for another (¥

seccrd <fter the first yields the idertity
trarsformation -- 1i.e., invarisnce or no
charge at all. Fer example, suprose an

ntject is coming directly toward an ObSETVET.
Cver tire, the image of this oblect expards
vniforrly 4ir the wvisual field. If the
observer were to move away from the otiect at
the seme rate as the cbiect moved toward the
ntserver, then the twe transformaticns will
exactly cancel, and the image of the object
will nct charge. Thus, the "movirg taceward
transforretirr Dby the observer exactly

v

crrpensates for the otject motion.

I wart tc suggest that scmethirg similar
happers inside the nead. Rather tran the eye
corpenseting fer transformaticns by meving
atout imn trke world, however, I suggest thet

visuval a*tention mcves <&tout Wwithirn the
analyzer <space, playirz the rcle of the
rind “s eve. 1Iire the eye with respect to the
world, visual ettenticn can change its

position ari orieastation with respect to the
analyzer space. Unlike the eve, it
accorplishes tnath of these transformations ty

simple rmcvemerts within the enalyzeg SPECE.
That 1is, rotetions of the rmird s eye
corre2spiné 4o translations of visual

orientational dimernsicn
Sirilerly, chenges of
1981) can te
along the

éttentiorn along the
of the anelyzer space.
scale ("zcoming ale fosslwr,
accompliched ty translatiorns
resolution dimensicr.
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Perceptual Reference Frames

At the heart of this proposal 1is the
hypothesis that visval attention is localized
within the analyzer space and is centered at
a particular position. This establishes a
rerceptual reference frame for further
perceptuval analysis. Fixing visual attertion
on one position of the analyzer space irduces
a reference frarne because it determines a
position (or origin), orientation f{or axis),
directior along that orientation (or sense),
and resolvtion (or unit of distance) relative
to which the contents of visual attention are

coded. Thus, positioring wvisual attention
determines the description giver to objects
under analysis. This is entirely analogous

to the role of reference frames in analytic
geometry. A circle has a different equation
when the origin of its refererce frare is at
its center than when the origin is
off-center. The correspcendirg phenomencn in
perception occurs when the same figure 1looks
like a square or a diamond, depending on the
orientation of the refereance frare within
which it is perceived (see Figure ;.

If visuval attention acts as & perceptual

reference frare for constructing desriptions
of shapes, then it is <clear that certain
rigid transformations can be comrpletely

compensated for by ccrresponding ettenticral

changes within the analyzer <pace. The
resvlt is analogous to a geometrical
reference frare displacing a< the circle did

or changirg its scale size as the circle grew
larger so that its equation did not cherge
despite the changes in the geometric fipure.
It is easy to see that the changes in
reference frare that wourld accorpany
displacements of such an attenticnal
mrechanism would te able to compensate for
rigid transforrations of cbviects, keepirg the
contents of the attentional frerme -- whatever

they might be =-- constart despite tre
trarsformation. It is not difficult  to
imagine that svch a system wculd prefer to
register uniform transformations of rigid
otjects rather than complex rmotiors of
deforming otjects. Comrpensating for motions
of rigid objects can be accomplished simply

bty an attenticnal transformation ar¢ it dces
not require any change in the descriptior of
the object. Any cther sort of transfcrmaticn

requires changes in the otject’s deccription
as well., If the attenticnal frame somehow
manages to follow the path within the
analyzers space that rarimizes ot ject

constancy and mctional unjiformity, thep its
operation will embtody such preferences.

Attentiorel Ccntrol

This leads directly teo the next preblem:
how this attentional reference frare 1is
contreclled. It shculd be merntioned at the
outset that there 1is a certain arount of
conscious control over the attentiocnal
reference frare. Feople wusually can, if
fresse¢, attend to specified positions,
sizes, and orientations. Fut ! suspect that
ccnscious control of attention is a high
level cognitive activity that does rot
usually extend down to the level at which we
are currently desling. Rataer, it seems that
e great édeal of the nitty-gritty deteils of



attentional control must be
determined ty stimulus structure.

strongly

How rizht this be dcre? The arswer I
want to explore 1is that the structure of
stirvli determines how visvel attertiorn is
pcsiticned = their symmetries ard

regularities. The ‘tesic idea is that

attertior is positiored to maximize
transformational irvariance. Tnis can te
dore by “firding the maximal cutput frem the

tigher order cralyzers for a given region of
the analvzer space, since these analyzers are
the caes sensitive to trarsformaticral
invariance.

realize here that
different refererce frames 1imply differert
symmetries and regularities. Therefore, any
"economy cf coding” scheme for representation

It is impcrtant tc

(e.g., Attneave, 1034} requies that the
reference frare be chcsen to maximize such
symmetries. To illustrdate tais fact,
consider again the case of a circle. ahen

thne origin of the reference frame is at 1its
center, the circle has all possitle
reflectional and rotaticnal svmmetries
centered abtout that point. when the origin
is off-center, its only symmetry about that
point is a single reflection about the line
jeining i1t tc the «circle’s center. Such
facts will ©be represented in the outputs of
the second order analyzers at the center ard
off-center positions withir the analyzer
space. The output will be much greater at
the position within the analyzer space that
corresponds to the center. Therefore, there
will be a strong tendency to establish the
attentional reference frare at the center of
the circle.

For a «circle, there will be no
particular orientation preference, precisely
becaus® it has complete certral symmetry.
For a square, nowever, or for any other
figure that has significant asymmetries,
there will be decided prefererces in
orientation. A square 1is symmetric atout
only the lines joining opposite midpoints of
1ts sides or opposite vertices of its angles.
Therefore, orly these four orientatiors are
serious candidates. If the midpoint line {is
used, the figure would have a different
rerceived snape than if the vertex lire were
used. In fact, these two _frame orientationg
result in the square and diamond
interpretations, respectively. Cbviously,
not all figures have exact symmetries like
circles and squares do. vt trke sare
principles would apply to approximate
symmetries.

The notion I have 1in mird for the
Flacement of attention is a hill climbing
process. Its goal is to maximize
transformational invariance in the stimvlus
information ty seeking the position of
highest output in the analyzer space, at
least 1locally. Sometimes there will be
several maxima, and in these ceses quite
different percepts will arise when different
raximal positions are chosen for the
perceptual reference frame. The
square/diamond and amdbiguous triangles are
two well known examples (4ittneave, 19€8;
Falmer, 16€¢; Palmer & Fucher, 16£1).

A sinple attertional fixation will
seldom te sufficient to code a whole c<cene or
ccmplex otiect. More complete cedirg wculd
te accomrplished by raking many attentional
fixations at other pcsitions within the
analyzer space that have nigh ouputs. There
is evidernce cf a blas tcward teginnirg at the
most global level (Navon, 1677y, A
rcasonable guess wculd be that after one or

two global firations of an oltject at 4 low
resnlution level of the aralyzer space, many
1ncal fixations world te rade at higher
resclutinn to code details. I am ascsumire
that tre contents of these attentional
fixations are somehow stored in memory tc
form a representation of the world. The

result will %te a hierarchical structural
description, much like those I have discussed
rreviously (Palmer, 1975, 1¢77,.

Civen thet attention can bYe positicred
to maximize transformational invarience, it
is not difficult fcor it to continue to do so
if the ozject ltegins to move. The&t is rnerely
a matter of tracking the same maximum through
the analyrzer space with the help of the
motion analyzers discussed earlier. Recall
thet these analyzers are sensitive to
transformational invariance over time, and,
therefore, that maintaining maximum
transformational invariance will entail
following the maximum output of these
analyzers. Deirg so has the effect of
raintaining obtject constancy over the
transformation. For example, when a square
tegins to rotete, it is perceived as svch,
nct as a square that changes in perceived
shape wuntil it ‘tecomes a diamona end then
crtanges tack irto a square again. The latter
is whet would be expected if the rctation
were not followed ¢ty the reference frame
initially wused to <code its shape, but were
fixed in the same unchanging orientation. I
suspect that the latter is what happens when
people are shown a tight spiral pattern
rotating, yet see it as circles contracting
into the center.

Crganizational Phenomena Revisited

We now begin to see how motion can be
analyvzed and constency can be maintained
within such a transformationally based
system. The transformations are initially
cnded by the higher order analyzers and then
nsed to achieve and maintain maximal
constancy. The motion finally perceived 1{is
not a simple function of the motion
enalyzers, since it too depends on a
reference frame that maximizes invariance.

This 1is accomplished by an attentional
rechanism that finds and follows maximal
output levels within the analyzers sensitive

to motion and their higher-order analyzers.

Trarnsformations of this reference frame
can compensate for stimulus transformations,
therety maintaining constancy. It seems
necessary that much of this must be done
cutside conscious attention, however, because

there hardly would be enough of it to go
arourd. More 1likely, once an object’s
representation has teen established 1in

remory, 1its representational schema can
follow the aprroriate reference frame without
conscious attention. This monitoring process
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would only require conscious attention if
something unexpected were to occur, such as
the otject disappearing or changing its
intrinsic properties.

Yany perceptual grouping phenomena are a

natural result of this attentional process
working within a transformationally
structured space. It seeks the maximal
amount of transformational invariance at
different levels of resolution and ccdes
elements together that are <closely related
within the analyzer space. Given that

attention can only cover a portion of the
analyzer srace and that it is attracted to
local maxima, it will tend to <code together
items that are transformationally similar.

Finally, reference frame effects result
from an attentional mechanism that s
centered cn a position within the analyzer
space and a coding schere, nmore fvlly
specifiei elsewhere (Palmer, in press), that
descrites shape relative to the reference
values of the frame. The fact that frame
effects eenerally snow that global structure
ffects lccal structure more strongly than
vice versa suggests that glotal information
terds to dominate in determining the position
(O the attenticral frame. Higher order
strcture of the whole configuration seems to
strongly affect the placement of the
reference frame and, therefore, to irfluence
the resuvlting perception.

In all of these phenomena it is «clear
that the system’s preference for invariance
cver transformations holds withinr the three
dimensional space of the world. It may hcld
in the two dimensional space of 1images as

well, but when the two conflict, the sirpler
three diirensional solution generally
cdomirates. We have been discussing the

analysis of two dimensional irages, and it is
not entriely clear how to extend the propcsal
into the third dimension. Cre possitbility
would te to add seccnd, three dimensional
level that emtodied the same design features,

tvt in & higher dirensionality. Arnother
world be tc trenslate the relevanrt simple
transformatiors in three <cdimensiors 1irnto

their complex ccunterparts in twe dimensicns.
I do not yet heve & well defired proposal to
meke or this “ifficult issue.

The Importance of Systemic Structure

fefore closing, I want to say a few
werds abecut arn initeresting property of the
theory quite apart from its atility (or leck
thereof) to account for perceptual phenormena.
I am intrigued by it systemic nature. The
reader rey nave noticed that in explaining
the theory I made almost nc reference tc the
specific natuvre of the analyzers that
ccmprise the pieces of the system. At one
roint 1 said that they mi-ht te sometking
like bar- or edge-detectors, but that was
rereiy for illustretion. In fact, it makes
very 1ittle difference what the analyrzers
look 1like &s 1long as they satisfy certain
symretry conditions: namely, they cannot te
symmetrical abcut any transfermaticn proposed
to exist within the analyzer space. The
reason shouvld be clear. If the analyzers are
invariant over a transformation, then that
trarsformation canrot exist as a dimersicn
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within the analyzer space. For example, 1f

all the analyzers vere rotationally
symmetric, as are circular center-surround
receptive fields, then the system covld not

support the orientation dimension or the
higher order rotational motion analyzers.

In any case, the fact that the
constraints on the system are so weak
suggests that it is primarily the structure
of the whole system that is doing the werk.
Indeed, this must be true if the tasic
tuilding blocks of the system are
transformational relations. Transformational
relations are an emergent property of systems
of analyzers; they are simply vundefined for
any individual analyzer without a systemic
context of other analyzers. This suggests
that the internal structure of individual
analyzers might best be considered in terms
of their functional role within the system.
Further, the nature of the elements of the
system might actvally bde determined by
optimization of their functional roles within
the system as a whole {(Palmer, in press). I

think these are interesting and irportant
notions for perceptval theory. They hark
tack to the gestalt claim that emergent

properties of whole systems play the critical
role in vnderstarding perceptual phenomena.
Perhaps they were right.
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Rational Processes in Perception

Alan Gilchrist and Irvin Rock

In this paper we will give our reasons for believing
that certain current attempts to explain perceptual
phenomena on a lower level in terms of known sensory
mechanisms are untenable. We will do this by focussing
on two topics, lightness perception and the perception
of apparent motion. We will summarize some older data
(not all of which are sufficiently known) and will
describe some recent work of our own. Finally, on a

more positive note, we will try to indicate the direction
that a theory must take if it is to deal effectively
with these phenomena.

Lightness Perception

We will begin with the assumption that Helmholtz was
essentially wrong in his belief that an object's light-
ness can be inferred by interpreting the luminance
reflected by it to the eye in terms of the amount of
illumination falling on it. Such a process requires
unequivocal information about the illumination whereas
the only information directly available is the intensity
of light, or luminance, reflected by each surface in the
field. Each such luminance is the joint product
of the reflectance property of the surface and the il-
lumination falling on that surface., Rather we will
assume that the perceived shade of gray of a surface is
governed primarily by the luminance of that surface
relative to the luminance of neighboring surfaces as
Hering (1920) suggested and as Wallach(1948) elegantly
demonstrated. There is now fairly wide agreement among
investigators on this general principle.

Bu*t what is the underlying explanation of it? There
is great appeal in Hering's suggestion of reciprocal
interaction, i.e. that a bright region of the field
would have a darkening effect on an adjacent region and
a dark region would have a brightening effect on an
adjacent region. We now know for a fact that the rate
of discharge in one nerve fiber is attenuated when a
neighboring fiber is stimulatei by light. Thus such
lateral inhibition can plausibly be invoked to explain
why the apparent lightness of one region is governed by
the extent of stimulation of an adjacent region (see
Jornsweet, 197C; Jameson and Hurvich, 1964).

In fact, given lateral inhibition as a known sensory
=ffect, one might have been able to predict the pheno-
mencn of contrast, even if it had never been observed
(although questions can be raised about the spatial
distance over which such a mechanism can be expected to
occur). Surrounding a gray region by a white one should
lead <o diminished discharging of retinal fibers stimu-
lated by the gray region; surrounding another gray
region of the same value by a black one should lead to
increased discharging of retinal fibers stimulated by
trat gray region because of a release of inhibition.
Thus one of these gray regions should look lighter than
the other and so it does. An implicit assumption here
is that the phernomenal shade of gray perceived in a given
region is a direct function of the rate of discharging
of fibers stimulated by that region.

The fact of constancy of lightness can be explained
along the same lines. When the illumination falling on
a surface changes, then the luminance of all adjacent
regions rises and falls together. Thus, while the rate
of discharging of cells stimulated by a gray region
should increase when illumination increases, so too
should the rate of discharging of cells from a surround-
ing white region increase. The latter will increase the
inhibition on the former with the net result of little
if any change in the absolute rate of discharging of
those cells. Therefore the perceived lightness should
remain more or less constant and so it does. Note again,
however, the assumption, here explicit, that the pheno-
menal lightness is a direct function of the rate of
discharge of the appropriate fibers.

50

Underlying this assumption is another assumption about
how the visual system works that Gilchrist (1981) has
called the photometer metaphor. Just as the signal
produced by a photometer is a direct function of the
light falling upon it, so the perceived lightness of
each point in the field is assumed to be a direct
function of the rate of discharging of the cells stimu-
lated by each such point. With the knowledge that has
been available about light, about the formation of the
retinal image, and about photochemical processes and
nerve physiology it is understandable why such a view has
become so deeply ingrained as not even to be explicitly
recognized as an assumption. Given this assumption,
phenomena such as contrast and constancy, in which light-
ness does not correlate with luminance, seem to require
an explanation long the lines of lateral inhibition,

There is now, however, reason to reject this approach.
Evidence has been accumulating to support the theory
that the perception of lightness (and chromatic color)
is based on information at the edges between regions of
differing luminance (or hue). Homogeneous regions
between edges are then "assumed" to have the lightness
or color indicated by these edges. There is overwhelm-
ing evidence (Yarbus, 1967; Whittle and Challands, 1969;
J. Walraven, 1976) that the visual system responds to
changes in stimulation, not to an unchanging state of
stimulation. This is normally guaranteed by continuous
eye movements, for vision. Whenever an image can be
held stationary on the retina for a few seconds, all
visual experience stops. These facts are inconsistent
with the photometer metaphor and they strongly indicate
the crucial pature of edges or gradients in the retinal
image since this is where stimulation changes in the
normal moving eye. Krauskopf (1963) has shown that when
the boundary of a surface is prevented from moving on
the retina, its color will disappear and be replaced by
the color of the surrounding region, signalled by the
boundary of that region.

It seems unlikely that any absolute luminance infor-
mation would be picked up in this way and yet it now
seems quite possible that the visual system achieves
what it does using only relative information. Even a
simple edge-relations approach goes a long way toward
explaining lightness constancy since the luminance ratio
between two adjacent surface colors remains the same
even when illumination changes.

The important point here is that there is no need
to invoke a concept such as lateral inhibition to explain
constancy. Once the photometer assumption is made
explicit and in fact, is displaced by the concept of
edge information, the whole edifice collapses. Of
course lateral inhibition is a well-established physio-
logical fact. It is probably part of the process
whereby the ratio at an edge is determined. But we
don't believe that lateral inhibition solves any of the
basic problems of constancy. The concept of an exagger-
ation or enhancement of edge ratios seems unnecessary
and illogical. If lateral inhibition exaggerated an
edge ratio, it would do so in the same way every time
an edge of the same value were present on the retina.

A given edge ratio would be specified by a given neural
signal, with or without an exaggeration function.
Therefore the exaggeration function doesn't seem to add
anything of explanatory value.

Certain problems turn out to be dissolvable pseudo-
problems with the adoption of an edge-relations ap-
proach. One of these is constancy under changing
illumination. On the other hand, other problems emerge,
although they are more tractable. For example, how do
we now explain the constancy of surface lightness as
the surface is viewed against differing backgrounds?
The luminance ratio at the edge of a surface can change



arama-ically as it is placed on differernt backgrounds
and yet ligh+ness percertior rerains almsst unchanged.

For example, irn the classic examples -f lightness
contrast, the gray sjuare on thne white background has
an e€ize ratio tha+t is radically different (even urposite
ir. sign) from that of the gray square on the black
taczgrournd. Thus, under = simple =ige theory they
ought to arpear radically different in lightness, and
yet they appear almoz: the same. This suggests that
lightness is not determined simply by the boundary of a
surface, t.it ty tze relationship tetweern that boundary
and other boundaries. Presumably thre boundaries of the
zquares themeselves only signal departures from a back-
ground ligntress, which in turn is signalled by the
voundary of each baczgr-und. Thus the edge dividing
the white and black backgrounds signals the relationship
between the two background lightnesses and we might
expect that this edge will be as critical to the light-
ness of the targets as the edges of the targets them-
selves. In fact Gilchrist and Piantineda (unpublished
experiment) have fourd that if that edge is retinally
stabilized, the two gray squares turn black and white
respectively, jus* what we would expect based simply
on the ratios at the edges of the gray squares. We
might say that the assignment of lightnesses to the
various regions is the end result of a computational
process in which information from all edges present is
integrated. Arend (1973) and Land and McCann (1971)
have proposed similar schemes.

If such computational processes occur and are
governed by remote as well as local edge information,
the reader may well wonder about the achievement of
constancy. Consider the typical case where two gray
disks of equal reflectance on the same backgrnund are
unequally illuminated because one region and its immedi-
ate background are in shadow. Earlier we said that
constancy could be explained on the basis of the equal
ratio of each gray region to its background. That would
be true in the example under consideration. But now we
have also said that the presence of other edges enters
into the equation. The shadow edge can easily have a
ratio as great as a white-black edge and, more probably,
even greater. If this is entered into the computation,
constancy would fail; the disks would be seen az
different shades of gray in accordance with the luminance
difference bwtween them. The equal disk-to-surround
luminance ratios here logically cannot signify that the
two grays are equal if the gray regions are seen as on
backgrounds of different luminance values, or so it
would seem.

Unless the perceptual system can discriminate between
reflectance edges and illumination edges, that is

between changes in the pigment of the surface and
changes in the amount of illumination shining on the
surface. If so, perhaps illumination edges would not
be included in the computation of surface lightness
values. There is now strong evidence of just such
discrimination of reflectance and illumination edges
(Gilchrist, in press). If observers view the two disks
ynder the conditions just described, they typically do
perceive the two .grays as almost equal, i.e. constancy
is achieved. Moreover, they perceive both sides of the
background as white with one side in shadow. Thus the
central edge is apparently correctly identified as an
illumination edge. If, however, the observers view the
display through an aperture that permits only part of
the background and the two gray regions to be seen, and
if the edge of the shadow is reasonably sharp, the grays
no longer look equal, constancy is destroyed. Moreover,
the observers now perceive the two sides of the back-
ground as unequal in lightness. Thus the edge is
interpreted as separating different reflectances, not
different illuminations. In this condition only then
doec the central edge enter into the process of computing
the lightness of the gray disks.

We reported earlier that if the boundary between the
black and white backgrounds in the *raditional ccnirast

pattern is made to disappear through retinal stabiliza-
tion, one gray sg.are turns black and the other turns
white. This provides some of the best evidence for the
concept of edge integraticn. A similar experiment was
done by Gilchrist, et. al. (in press) that demonstrates
the importance of the distinction betweern reflectznce
edges and illumiration edges. When the boundary tetween
the white and black backgrounis is made to look like the
edge of a shadow, the two squares will also turn tlack
and white respectively, just as in the stabilized-image
experiment. Thus when an edge is identified as an
illumination edge, it seems to drop out of the integra-
tior process for surface lightness just as if it were
invisible.

It would take us too far afield to enter into a full
discussion of precisely how the perceptual system
discriminates illumination from reflectance edges.

While the presence of penumbra at an illuminaticn edge
may be one source of information it is not the only one
and is not necessary in the experiments just described.

Before discussing the important role that derth
perception plays in discriminating edges, it is wortr
considering the ramifications of what we have just
discussed for the notion of lateral inhibition or any
other theory of neural interaction which seeks to explain
the important ef<ects of remote edges on what is per-
ceived in regions adjacent to other edges. For now in
addition to other difficulties such a theory faces, in
dealing with such "remote" effects it would have to be
argued that such effect do not occur at all when those
remote edges are interpreted as representing illumina-
tion rather than reflectance differences. In fact, it
is interesting to note that apparently no one has
noticed that when contrast effects are applied to
illumination edges, they not only fail to result in
constancy, but they actually make matters worse.
Constancy requires that we explain how the perception
of surface lightness could be the same on both sides of
an illumination edge, given the difference in luminance.
Applying a mechanism here that further exaggerates the
luminance difference is a little like bringing water to
a drowning man.

Recent experiments (Gilchrist, 1977, 1981) have
demonstrated the role of depth perception in distinguish-
ing an illumination edge from a reflectance edge. In
one experiment an artificial interposition cue was used
to make a target square appear as located either in a
near plane, dimly illuminated, or in a far plane,
brightly illuminated, as shown in Figure 1. In terms of
the retinal image, the target square was always flanked
by a surface of much lower luminance to its lower right
and by a surface of much higher luminance to its upper
left (note relative luminances given in Figure 1).

In space, however, the low luminance surface was located
in the near plane while the high luminance surface was
located in the far plane. The results show that light-
ness is determined by the luminance ratio of the target
square to its coplanar neighbor. Thus the target square
looked white when it appeared in the near plane but
black when it appeared in the far plane. In other terms,
the edge dividing the target from its coplanar neighbor
was treated as a reflectance difference while the edge
dividing the target from its non-coplanar neighbor was
presumably treated as representing an illumination
difference. Since the retinal image was essentially

the same in both conditions, this result is inconsis-
tent with an explanation based on lateral inhibition.

In another experiment involving planes meeting to
form a dihedral angle, these ideas were put to a more
rigorous test in which predictions based on perceived
coplanarity would be the opposite of predictions based
solely on retinal ratios.

The experimental arrangements are shown in Figure 2.
In the horizontal plane, a black target tab extended
out into space from a larger white square. In the
vertical plane, a white target tab extended upward into
space from a larger black square. Thus each target
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tab was seen against the background square that was in
a separate plane. The horizontal surfaces received
about 30 times as much illumination as the vertical
surfaces, or just enough illumination difference to
make the luminance of the black target tab equal to
that of the white target tab. Given the viewing per-
spective of the observer, U5 degrees from each plane,

the display was similar to traditional contrast displays;

two targets of equal luminance on bright and dark back-
grounds respectively. Thus a theory based on lateral
inhibition would clearly predict that the target on the
bright background, in this case the upper target,
should appear darker than the other target, although
the exact magnitude of the effect is harder to deter-
mine. On the other hand, if lightness is really based
on luminance relationships within planes, then each tab
should be compared with the larger background square
that lies in the same plane, even though it is adjacent
only along one edge of the tab. Thus not only would
the coplanar ratio principle predict that the upper tab
would appear lighter, not darker, than the lower tab, it
would predict that the upper tab should look white and
the lower tab black.

In fact the latter result was actually obtained.
Figure 2 shows the median Munsell matches (next to
samples of those Munsell values) obtained from naive
observers. Moreover, since the target tabs were
actually trapezoidal in shape, they could be made to
switch perceived planes when viewed monocularly. In
that condition of the experiment the perceived light-
nesses of the tabs also switched, with the lower tab
now appearing white and the upper tab appearing black.
Since these changes in perceived lightness were pro-
duced solely by a change in depth perception, with no
change in the retinal image, these data raise difficul-
ties that may be insurmountable for current theories
based on lateral inhibition.
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Apparent Motion

Although we know a good deal about the conditions
that produce the illusory impression of motion refer-
red to as apparent motion, we still do not understand
why it occurs or, for that matter, why it only occurs
under certain conditions. What we know about this
effect is that given the sudden appearance of object a,
its sudden disappearance, followed typically by just
the right time interval of object b in just the right
new spatial location, one tends to see motion of a to
b. The currently favored explanation is that a motion-
detector cell in the brain will discharge even if the
appropriate receptor field of the retina is stimulated
discontinuously by two points rather than by a point
moving over the retina. Such cells do seem to exist in
various species of animals (Griusser-Cornehls, 1968;
Barlow and Levick, 1965).

However, the fact is that it is not necessarily the
case that the conditions for apparent motion perception
entail stimulation of separate retinal regions.
Ordinarily that is the case, since a and b are in
separate spatial locations and the eye is more or less
stationary. What seems to matter is the perception of
a and b in separate locations in space.

To get at this question an experiment was performed
in which the observers had to quickly move their eyes
back and forth synchronous with the onset of a and b
so that each stimulated the same central region of the
retina, rather than as, more typically, two discretely
different loci (Rock and Ebenholtz, 1962). Therefore,
the conditions for apparent motion might be thought not
to exist. Yet, the observer does locate a and b in
phenomenally discrete places in the environment. The
result was that although nothing was said to the obser-
vers about motion that might create an expectation of
perceiving motion, most of them nonetheless spontaneous-
ly did. This experiment seems to prove that, in humans
at least, it is not necessary to explain stroboscopic
motion in terms of a sensory mechanism that detects
sudden change of retinal location. There is neither
change of retinal nor cortical locus of projection of a
and b here.

An entirely different view that has been presented by
Rock (1975) is that the impression of motion is a solu-
tion to the problem posed by the rather unusual stimulus
sequence. First a inexplicably disappears. Then b
inexplicably appears elsewhere. By "inexplicable" we




mean that when
are looking at

an object in the world disappears as we
it, it is generally because another object
moves in front of it or it is occluded by another object
because of our motion. However, when a stationary

object suddenly and rapidly moves to another location,

it does tend to disappear from one location and to ap-
pear in another. Therefore, perhaps this state of
affairs in a stroboscopic display suggests the solution
of motion.

Given that potential solution, the question arises
as to whether it is acceptable. Motion from a to b does
account for the brief stimulation by a and b, but isn't
the absence of any visible object between the locus a
and b a violation of the requirement that a solution be
supported by what is present in the stimulus? If the
solution is "a moving across space to b" doesn't this
call for stimulus support in the form of continuously
visible motion across that spatial interval? Ordinarily
that would be true, but it is a fact that has been
demonstrated that for very rapid motion of an actually
displacing object, little more than a blur can be seen
in the region between the terminal locations (Kaufman
et al, 1971). 1In fact it was shown that if the terminal
locations are occluded, no motion of a moving object is
seen. Therefore when the spatial and temporal intervals

between a and b in a stroboscopic display are such as
would correspond with the real motion of a rapidly
displacing object, the absence of continuously visible
movement need not act as a constraint against perceiv-
ing movement. In fact, this analysis may explain why
slow rates of alternation do not lead to the impressions
of motion. By "slow rate" we mean a condition with a
relatively long interval between the disappearance
(offset) of a and the appearance (onset) of b. Such a
rate would imply a slowly moving object and a slowly
moving object would normally be seen throughout the
spatial interval between a and b. Therefore the ab-
sence of object motion over that interval at slow rates
of alternation is a violation of the requirement of
stimulus support. Hence the movement solution is not
acceptable at slow rates even if the offset and onseti
tend to suggest this solution.

While on this topic of rate we might briefly comment
on the case where the alternation is very rapid, i.e.

a zero or only a minimum interval between the offset of
a and onset of b. If the "on" time of a and b is itself
very brief, this state of affairs will result in a and
b being visible simultaneously by virtue of neural
persistence. But if a is visible when b appears, the
solution that a has moved to b is not supported or one
might say, is contradicted. This deduction was tested
by using rates of alternation that ordinarily dc
produce the stroboscopic effect but with the following
variation: First a appears, followed by the usual
tlark interval; when b appears so does 3_(in its original
location). Therefore the sequence of events is: a; a
and b,: a; a and b, etc. If the presence of a during
exposure of b violates the requirements of the motion
solution, then observers should not achieve a strobo-
sopic effect under these conditions. Our observers did
not. If, however, the display is changed so that the
a object that appears concurrently with b but in the
same location as a is somewhat different tha: the a
that appears along, observers do perceive a movi .; to
b. The sequence is a; a' and b,: a; a' and b; etc.

Tt was :roted above that in the typical experiment on
stroboscopic motion, a and b inexplicably disappear and
appear. What was meant was that no rationale is pro-
vided to the observer of why they appear and disappear

such as is the case when things in the environment
duddenly appear or disappear hecause another object in
front suddenly moves out of the way or in the way.
This suggested the following kind of experiment.
Suppose we cause the retina to be stimulated by a and
b in just the right places at just the right tempo, etc.
but by a method in which we move an opague object tack
and forth, alternately covering and uncovering a and b.

the

£EXCURSION

A o {e

C ‘ll' "' %J"ll"
¢ 7 &
2, ¢

Figure 3

(See Figure 3B) As far as the sensory theory of appar-
ent motion is concerned there is no obvious reason why
these conditions should not produce an impression of a
and b moving. But from the standpoint of problem
solving theory, we have now provided an explicable basis
for the alternate appearance and disappearance of a and
b, namely, that they are there all the time but under-
going covering and uncovering. Therefore the perceptual
system may prefer this solution or at least we are
offering it a viable alternative not usually available
(see =toper, 1964; Sigman and Rock, 19TL4).

The subjects rarely perceived motion of the dots here.
Some may object that the presence of the actually moving
rectangle interfered in some way with perceiving strobo-
scopic motion. It is, after all, an unusual, atypical,
way of studying such motion. The rectangle may draw
the subjects' attention or otherwise inhibit motion
perception of the dots. For this reason a slight change
was introduced, one that had another purpose to it as
well. Suppose the rectangle moves, but a bit too far,
far encugh no longer to be in front of where the dot
had been. But by a method, the details of which need not
be discussed here, things were so arranged that when the
rectangle is in its terminal location, the dot is
nonetheless not visible.

Now it is no longer a fitting or intelligent solution
to perceive a and b as two permanently present dots that
are simply undergoing covering and uncovering. For it
can be seen that in fact the rectangle is not covering
the spot in its terminal location and yet the spot is
not visible (violation of the stimulus-support require-
ment). Therefore the best solution is again one of
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movement and that is what the subjects perceived. Note
that this experiment serves as a control for the ob-
Jection raised to the first one; the moving rectangle
here does not interfere with perceiving motion of the
dots.

Another variation performed is based on the jdea
that for the covering-uncovering solution to be viable,
the covering object must appear to be opaque. If it
does not, it can hardly be covering anything. This
factor was manipulated in an experiment illustrated
in Figure 3B. The actual stimulus conditions are
very similar but in one case, because the oblique lines
within the rectangle are stationary and aligned with
all the others, the rectangle looks like a hollow wire
perimeter. In a control condition the lines inside it
moved with the rectangle, and it looked like an opagque
object. The difference in results is very clear: when
the rectangle appeared to not be opaque, subjects by
and large perceived movement whereas in the case of
the opague-appearing rectangle, they did not. A hollow
rectangle is in contradiction of the property of opacity
rrequired by the covering-uncovering solution.

In a final experiment, conditions were such that no
physical contours at all moved back and forth in front
of the dots. There was, however, a phenomenally opaque
object that moved, one based on illusory contours, as

illustrated in Figure 3C. The great majority of
subjects did not perceive movement, In a control
experiment, illustrated in Figure 3D, the orientation
of the corner fragments was changed so that no subjec-
tive rectangle was perceived and this array was moved
back and forth. Now the majority of subjects did
perceive movement.

It should be noted that in all these cases where a
covering-uncovering effect is perceived there is no
reason why movement of the dots could not have been
perceived a: well. That is to say, if the observer
were to see an opaque rectangle moving back ani forth
and, simultaneous with this, a dot stroboscopically
moving in tlhie opposite direction, such a solution
wouli also acccunt for the stimulus sequence. Converse-
ly everything implied by that solution is represented
in tle stiuulus, and no contradictory perception is
occurring. Therefore the tenilency to perceive dots
undergoing occlusion and disocclusion rather than dots
moving, represents a preference for one solution over
tre other. The preferred solution is obviously related
t0o a very basic characteristic of perceyption, namely,
ot j=ct permanence, thne tendency to assume the continued
rresence or existence of an otject even when it is
mome:ntarily not visirle for one reason or another. But
given thre very strong predilection we have to perceive
aprarent motion even undsr *he most unlikely conditions,
it remains a problem as to why it is not perceived in
this situztion and the object-permanence solution is

preferred. A pcszible answer is that the covering-
uncovering solution accounts for all stimulus change by
one "cause": a moving rectangle covering and uncovering
spots trat are conti present. The other solution
entails twe independent events that are coincidentally
and unaccountatly correlated; a rectangle moving in one
direction and irn anti-phase to spots moving in the
opposite direction.

There is another line of evidenc= that also strongly
supports a problem-solving irterpretation of strote-
scopic motion. If the stimulus consists of more than
a single dot or line, the problem arises of what in a
is seen moviug to what ir t. To mak~ ths point clea;,
suppose that a and b each consist of a two-by-three
matrix of dots. What will be seen hore is the rectan-
gular grouping moving as a whole (Ternus, 19z6).
Appare:tly the perceptual system seeks a movement
solution that will do justice to the object az a whole.
Indeed, w3re this not the case, the motion perceived
in moving pictures would be guite chactic, because it

&

is typically objects consisting of many parts that
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change location from frame to frame (and often many
such objects are simultaneously changing locations in
either the same or varying directions). Yet this
outcome is not predictable at all in terms of the other
kinds of sensory theories mentioned earlier.

A related example is the perception of motion of
complex stimuli such as the line drawings of three-
dimensional cuboid figures that Shepard and his
associates have used in the mental rotation studies.
Shepard and Judd (1976) presented two perspectives of
such figures in a stroboscopic motion paradigm and
showed that, at the appropriate rate of alternation,
observers perceive these objects rotating through the
angle necessary to account for the change in perspective

from a to b. This effect clearly implies that the
perceptual system deals with the problem of accounting
for the differences in a and b by an intelligent motion
solution. A further finding of interest is that the
optimum rate of alternation for achieving a continuous
coherent rotation of a rigid whole object was an inverse
function of the angular difference as implied by the
two perspectives views. In other words, the greater
the angle through which rotational motion was seen, the
slower the rate of alternation had to be.

This finding can be considered to be in keeping with
one of Korte's Laws which states that optimum apparent
motion is preserved when the spatial separation between
presentations of a and b is increased by increasing the
time interval between presentatlon of a and b. This law
makes sense if one assumes that the percelved speed of
rotation is constant. If therefore the mental represen-
tation of the object has to rotate through a greater
angle, more time is required.

Further support for this interpretation is provided
by an experiment which asked the following question: Is
it the retinal spatial separation or the perceived
spatial separation that governs Korte's Law? Perceived
separation was varied by creating conditions in which
a and b appeared at differing distance but were always
located so as to project to the eye in the same retinal
loci (Corbin, 1942; Attneave and Block, 1973). The
experiments demonstrated that it was the perceived

spatial separation, not the retinal separation that
enters into Korte's Law.

A problem-solving theory can account for these facts.
It offers an explanation of why motion is seen. Unlike
other theories, it takes as a point of departure and is
quite compatible with the fact that the conditions
leading to motion perception entail change of perceived
location rather than change of retinal location. It
offers a rationale for the known facts about alternation,
i.e. why movement is perceived only within a certain
range of middle values of inter-stimulus interval. It
can Jdeal easily with the kinds of perceived transforma-
tions or movements that occur when a and b are more
than single dots or lines, such as groupings or forms
with sub-parts, or complex three-dimensional figures
in differing orientations. Finally it permits us to
predict instances where no motion will be perceived
despite the maintenance of the spatial and temporal
parameters that ordinarily produce the stroboscopic
effect.

On the other hand this theory does not as yet explain
all the known facts. It does not explain the reported
findings that motion is seen more readily if %aoth a and
b are placed so that their projections fall within one
hemisphere of the brain (Gengerelli, 1948); nor does it
explain why the effect is more readily cbtained if a
and b stimulate one eye compared to the case where a
stimulates one eye and b the other (Ammons and Weitz,
1551). However, these findings have never been repli-
cated and warrant careful re-examination. And finally
a problem-solving theory might be considered to be
inappropriate as an explanation of the stroboscopic
effect that seems to occur in decorticated guinea pigs
(Smith, 1940) or newly born lower organisms such as



fish or insects (Rock, Tauber, and Heller, 1965).

However there now seems to be fairly good evidence
that there are two kinds of apparent motion (Broddick,
197h4; Anstis, 1980). One kind, referred to as the short-
range process, OcCcurs over very small angular separa-
tions of a and b. There is reason for believing that
this kind may be based on motion-detector neurons respon-
sive to a small shift in stimulation on the retina. The
other kind, referred to as the long-range process,
occurs over larger angular separation of a and b. This
process is probably not based on the activation of
motion-detector neurons. Most if not all of the evi-
dence discussed above pertains to this long-range pro-
cess. The short-range process thus seems to have a
direct sensory basis whereas the long-range process
seems to have a cognitive basis. In the light of this
distinction, it is possible that the findings referred
to in the previous paragraph are explicable in terms of
the short-range process.

Conclusion

At this point we should step back from these empiri-
cal studies and see what general lessons can be drawn
as to the nature of theories of perception. If the
visual system is to achieve a faithful representation
of the physical world then the organization of its own
processes must somehow mirror the organization of the
world. Any theory of perception that does not take this
point into account will ultimately fail.

In certain theories of perception, constancy and
veridicality are fortuitous outcomes that occur only
under some circumstances. This is not good enough.

Both the logic of what the perceptual system must
accomplish and the emperical evidence of what it does
achieve demand a theory in which constancy is inevitable,
not accidental.

Hereir lies the danger of theories based on simple and
limited physiological findings. Unless the physiological
finding can be seen as part of a larger process that
"homes-in" on reality in an inevitable way, that physio-
logical finding is likely to be misunderstood. This is
the problem with viewing lateral inhibition as an
exaggeration or distortion process. If we cling to the
photometer metaphor, to the assumpticn that fundamen-
tally the visual system measures the intensity (and per-
haps the wavelength) of the light at each point irn the
image, then it is not surprising that some kin2 of
distortion process will be required to transform the
array of photometer readings into something vaguely
representing visual experience.

There is no need to talk as though the intensity of
light at point A in the image is "affected" by the
intensity of light at point B. The fact is that the
light at point A, seen by itself, would be perceptually
meaningless. Having a second intensity of light present
in the visual field doesn't merely change the first
amount of light, it literally establishes a relationship
and the apprehension of this relationship produces
lightness perception in its simplest form.

C.ntrast theories are usually thought to be relation-
al theories, but they are not. As Koffka (1935) has
correctly pointed out, the ultimate correlate of light-
ness perception in a contrast theory is still an abso-
lute amount of light, not a relationship. The contrast
process only allows the absolute value of one region of
the field to be changed as a function of other values.
But it is still that absolute value that reigns. And the
reason that it has to be changed is that as an absolute
value, it will always be out of touch with visual
experi-nce, which involves relationships. In fact the
liivtory of theories of lightness perception is the

history of different correction factors designed to
bring the local luminance into correlation with per-
ceived lightness. This has never worked and it is

time we recognize that no theory based on absolute
amounts of light can work. What is constant about a
white surface, for instance, is its relationship to the
rest of its environment.

It is not surprising that the visual system gets its
critical information from the edge. This is the point
in the image where the relationship between two amounts
of light is represented. In more complex scenes each
local edge relationship, or ratio, has to be seen in
relation to other edge ratios. The concept of edge
integration that we have discussed does not involve
any distortion or exaggeration process. Rather it
involves the proper organizing of certain local rela-
tionships in order to make explicit a more global
relationship that was only implicit in the local
relationships. At the level of cognition the same
function is served formally by the syllogism.

Fundamentally the visual system must be logical
because the world is logical. The world is not put to-
gether in a random or capricious way. If a rectangular
object is incapable of obscuring a set of diagoral
lines it will also be incapable of obscuring a luminous
spot. How inefficient it would be if local percepts
were allowed to ccexist with other local but contradic-
tory percepts. A system that excludes contradictions
from its global relationships has the tremendous advan-
tage of reducing the ambiguity of its local relation-
ships.

Perception and cognition seem to share this guality
of excluding contraditions within their own domains.

Of the two, however, perception seems to be the more
successful. Of course it is possible to construct fig-
ures such as impossible triangles, or Escher drawings,
which surprise us by the extent to which visual contra-
dictions are tolerated. But it is the rareness of such
visual contradictions that leads to our delight at such
figures. Examples in which the cognitive system fails
to exclude contradictions are unfortunately too nume-
rous to mention. One only needs to turn to political
speeches, or the Bible, or journal articles to find a
gold mine of examples.

Seeing, then, is like thinking, at least in many of
its formal properties, and this may be because thinking
is 1like seeing. That is,seeing may be the primitive
form of thinking, the basic prototypical form that
shows how relationships are to be integrated in order
to correctly represent the world. Seeing, of ccurse,
had to come first, and it must be there even in
mosquitoes. Thinking, however, allows us to integrate
relationships that extend beyond the time and space
limitations of the visual system.

Perhaps the world looks the way it looks because we
are what we are physiologically. But it should not be
forgotten that the world existed before we did and thus,
as we learn from evolution, we are what we are because
the world is what it is.
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THE ROLE OF SPATIAL WORKING MEFORY
IN SHAPE PERCEPTION
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AISTRACT

Three demonstrations are yresented and used to
surport a number of arparently unrelated claims
about the internal rerresentations that reorle have
when they perceive or imagine a spatial structure.
The first demonstration illustrates rroyerties of
the sratial working memory that enables us to
integrate successive glimrses of rarts of an object
into a coherent whole. The second demonstration
shows that our ability to generate a mental image is
severely limited by the form of our knowledge of the
share of an object. The third shows that the sharye
rerresentation which we create when we attend to a
whole object does not involve creating the kinds of
shayre rerresentations for the rarts of the object
that we would form if we attended to them and saw
them as wholes in their own right. The real
motivation for this medley of demonstrations and for
the interyretations offered is that these rhenomena
can all be seen as manifestations of a particular
kind of rarallel mechanism which is described
briefly in the last sectiod.

I PERCEPTION THROILGH A PEEPHOLE

Fig. 1 illustrates a rhenomenon called anorthoscoric
rercertion that occurs when peorle rerceive an
object one riece at a time through a slit or
reerhole (Hochberg, 1968). Inder suitable conditions
reorle reyrort that they have a rercertual exrerience
ot the whole object. They somehow integrate & number
of serarately perceived rieces into a single
Gestalt. This means that they must be storing
internal records ot their percertions of the
individual fpieces. The simflest theory ot
anorthoscoric yercertion is that the subject builds
ur an internal, picture-like rerresentation tart by
rart, and then uses this internal "ricture" as a
substitute for a2 retinel image in identifying the
whole object. As we shall see, this theory has
rroblems.

Figure 1. A cartoon strijy showing a reerhole
moving around the outline of a share. The fact
that successive frames in the cartoon fall in
different rositions mekes the task harder.
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Retina-based versus scene-based frames

In the early stagee of visual rrocessing, the
size, position and orientation of parts of the
visual injut are rerresented relative to the frame
of reference defined by the retina. Anorthoscoric
rerceyrtion, however, cannot derend on storage in
these early, "retina-based" rerresentations because
reorle tyrically fixate on the reerhole, so all the
different rieces of the object prroject to the same
bit of the retina (Rock, 1981). Refresentations that
encode the rositions of the rieces relative to the
retina would not allow us to rerceive the whole
object because the relative position of a riece
within the whole is determined by where the reerhole
is, not by where the riece falls on the retina. It
is just conceivable that as we move our eyes, the
internal records of all the freviously perceived
rieces are corresrondingly altered so that the
records always encode where the riece is relative to
the current retinal rosition, but this seems very
unlikely.

What is needed is a way of rerresenting where the
rieces are that is not affected by eye-movements or
even by movements of the whole rerson through srace
(Turvey, 1977). This can be achieved by using a
temrorary scene-based frame of reference that is
defined by some larger contextual object or
configurstion within the external scene. If we keer
a continually urdated reyrresentation of the
relationship between the retina and this scene-tased
frame, we can use it to convert from rositions on
the retina into rositions relative to the scene
before storage. These positions relative to the
scene will be unaffected by subsequent eye or body
movements. Cbviously the scene-based frame will
have to change from time to time, and it will have
to have a scele that is ayprorriate to the scale of
the rarts we are attending to, but over a yeriod of
a second or two, percertual integration of the
results of successive fixations could be achieved by
using a single scene-based frame of reference.

Post-categorical versus atomistic rerresentations

In a ricture-like rerresentation, the shapes of
objects are not exylicitly rerresented -- it
requires an interrretive frocess to extract them.
Conesider, for examyrle, how a straight line is
rerresented in an array. The line is decomyposed into
"atomic" fragments each of which is dericted by
filling in one cell in the array. The absolute
rositions of the individuval atomic iragments
relative to the whole array are encoded directly and
rrecisely, but there is no direct encoding of the
straightness of the line, because this derends on
the relative rositions of the various fragments.
Ising this kind of atomic deriction it is impossible
to rerresent the fact that a line is straight
without rerresenting rrecisely where it is relative
to the whole array. It is imrossible to be frecise
about share and vague about rosition in a fpicture-
like rerresentation.

The memory used in anorthoscoric fpercertion,



however, seeme to allow just this combination of
rrecision and vagueness. If a reerhole is moved
around a polygonal sriral (see Fig. 2) feorle often
“"rerceive" a closed rolygon. Their memory for the
frecise locations of the individual sides is ypoor
and can be swayed by exyectationes about closed
rolygone, but they know that the sides are straight.
This informal evidence that syatial working memory
can be more rrecise about the chares of rieces than
about their positions imyliee that it contains
exylicit representatione of shares rather than being
a ricture-like collection of atomistic local
features in which shayes are only imrlicit. A recent
exyeriment supports this conclusion.

Figure 2. A
peerhole is moved

sround a rolygonal
sriral without
revealing the free
ends or the adjacent
rarallel eides.

Girgus, Gellmsn, and Hochberg (1981) have shown
that it is considerably eacsier to "see" the share of
a whole object if the yeerhole is moved around the
outline of the object than if the peerhole jumrs
randomly from one jart of the outline to another.
The two different conditions were balanced so that
the total exyosure to any one rart of the object was
identical, so the contents of a jicture-like store
would be ecually good in both cases. The obvious
interrretation of this exyeriment is that when
neighbouring rarts of an object are exrosed in
succession, it is possible to form more comjylex
chunks (shafres) and hence to reduce the number of
chunks that must be stored in sratial working
memory. When successive exposures are of widely
serar=ted rieces, either no chunks are formed, or
chunks are created which do not corresprond to the
natural rarsing of the whole object into rarts. This
tyre of exrlenation imylies that the memory involved
containe exylicitly segmented and identified chunks.

II THE CUBE TASK

Hinton (1<79) describes an arrarently simrle
mental imegery task that reorle cannot do:

"Imegire a wire-frame cube resting on a tabletor
with the front face directly in front of you and
rerrendicular to your line of sight. Imegine the

long diagonal ihat goes from the bottom, front, left-

hand corner to the toy, back right-hand one. Now
imagine the cube is reoriented so that this diagonal
is vertical and the cube is resting on one corner.
Flace one {ingertiy about a foot above a tabletor
and let tlkis mark the josition of the toy corner on
the diagonal. Tre corner on which the cube is
resting is on the tabletoy, vertically below your
tingertiy. With your other hand roint to the sratial
locsticns of the other corners of the cube."

It ic fairly easy to imagine a cube in just about

any orientation if the orientation is defined in
terms of the natural axes of the cube. Fut when the
diagonal is used to define the required orientation,
we realise that relative to the diagonal, we have no
clear idea where the various parts of the cube are.
Our knowledge of the spatial disypositions of the
rar ts of a cube is relative to the "intrinsic" frame
of reference defined by the cube's own axes.
Knowledge in this form is ideal for recognising the
share of a rigid object because whatever the
object's actual size, position and orientation, the
disrositions of its parts will aslways be the same
relative to an intrinsic frame of reference based

on the object itself (Palmer, 197%; Marr end

Nishihara, 1978). So if the ayrrorriate object-tased
frame can be imrosed, the early retina-tased
rerresentations which encode the rositions of the
rar te relative to the retina can be recoded into
object-based rerresentations and this encoding will
constitute a viewpoint-inderendent sharye

descrirtion that allows the object to be recognised.

I heve now arrealed to three different sorts of
reference frame. The initial yrocessing of the
visual inyut uses rerresentations relative to the
retina; recognition of the share of an object
involves recoding these early retina-based
rerresentations into ones that are relative to an
object-based frame; and anorthoscoric fercertion
relies on storing the relationshirs of recognised
shares to a temrorary scene-tased frame.

ITI FRUITFACE

Fig. 3 shows a face composed entirely of pieces
of fruit. Palmer (1975) reyorts that when subjects
are shown this figure very briefly, they see it as a
face without seeing the parts as fruit. The
fruitface figure demonstrates that forming the
Gestalt for a face does not derend on forming
Gestalts for the rarts. This is fuzzling because to
see the face we must form some rejresentations of
the rarts and their relationshiys to the whole,
since it is the relative disyositions of the rarts
within the whole that make it a face. Cne
rossibility which has not been much exylored is that
each rart of the face can have two cquite different
internal rerresentations. When the rart is seen as a2
constituent of the face it receives a reyresentation
in which it is interyreted as filling the role of,
say, an eye because of its crude overall shaye and
its relation to the whole face. When it is seen acs a
whole in its own right, however, it receives a ouite
different internal rerresentation in which the rough
shayres and disjositions of its jarts cause it to
be seen as a riece of fruit.

Figure 3. A face
comyosed entirely

of rieces of fruit.
(After Falmer, 1975)
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The idea that an object receives a quite
different internal reypresentation when it becomes
the object of focal attention does not fit the
toyular view of attention as & kind of internal
syotlight which can illuminate any one of a number
of otherwise unconscious shaye rerresentations.
However, the idea is very comratible with "early
selection” theories (Triesman and Gelade, 1980) in
which focal attention is constructive and is
necessary for the generation of a shajye
rerresentation.

The internal srotlight metarhor for visual
attention is a powerful one, but I believe it is
based on a mistaken analogy between external
rercertion and introsyec tion. Normally our attention
moves raridly and smoothly from one level to another
and we do not realise that at any instant we are
attending at just one level. (nly when the
information at the different levels is made
inconsistent, as in the fruitface, does it become
obvious that the Gestalt for the whole cannot
coexist with the Gestalts for its rarts.
Introsrection is of little use for deciding what is
in our minds at one brief instant because it does
not allow us to decide between iwo frossibilities.
Either there are shaye rerresentations that lurk
outside focal attention, or shajye reyresentations
are generated or regenerated the moment we ask
ourselves whether they are there. Cur fundamental
eristemological assumyption that the existence of
objects is indeyrendent of our awareness of them
cannot te arrlied to the contents of our own minds.

An obvious otjection to any theory which claims
that reojyle only see one shaye at a time is that the
share of an object is determined by the shares of
its rart and their disyositions relative to the
whole. This kind of recursive definition of a shafye
in terms of the shajyes of ites farts leads to a
regress that only terminates at hyrothetical
"frimitive" features. The fruitface figure is
imyortant because it suggests an alternative way out
of the regress. The reyresentations of the jarts
that are used in jerceiving the shaye of the whole
mey be different in kind from the rerresentations
used to rerceive the shajes of the rarts when we
attend to them. Naturally, different shage
rerresentations must be able to influence one
another. Kaving recognised an eye it should be
eacsier to see the whole face, but this influence
could be mediated by sratial working memory.
Although only one Gestalt can te formed at a time,
records of meny rrevious Gestalts can be kert in
working memory and used to influence the formation
of the next Gestalt.

Iv  WEAT TEE DEMONSTRATIONS SHOW

The demonstrations have been used as evidence for
the following cleims:

1. We integrate the information obtained in
successive glances by storing records of the shagyes
that we identify and their relationshirs to a
temyorary scene-tased frame ot reference. We can use
these stored records tc generate new shage
rerresentations.

2. The jrocess of recognicing a sraye (forming s
Cestalt) involves imjosing an otject-tssed frame of
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reference and rerresenting the size, position, and
orientation of each part of the object relative to
this frame.

3. The rerreseniation that an object receives
when it is seen as a Gestalt and its shafe is
recognised is comypletely different from its
rerresentation when it is seen as a constituent of a
larger Gestali. Cnly one Gestalt can be formed at a
time, but many serarate records of frevious
Gestalts can be stored in espatial working memory.

VA MECHANISM FOR SPATIAL REPRESENTATION £

There is not srace here to discuss all the
various kinde of mechanism that have been suggested
for rerresenting sratial structures. I shall simjly
describe one jossibility which is designed to make
use of rarallel interactione between very large sets
of features. This kind of comjutation seems to be a
natural way of harnessing the comjutational fower
rrovided by a system like the brain in which a large
number of richly interconnected units all comyute in
rarallel (Anderson and Hinton, 1961). The mechanism
is based on four related assumytions:

1. A percertuval feature must always be
rerrecsented relative to some frame of reference
because yrorerties like the length, position, and
orientation of a feature imylicitly assume a
reference frame.

2. At any moment during ferceytion we use three
different frames of reference -- retina-based,
object-tased, and scene-based -- so our rercertual
ayraratus has three different sets of units, each of
which reyresents features relative to one of these
frames of reference.

3. The meaning of features relative to one frame
of reference in terms of features relative to
another derends on the relationshiy between the two
frames. £o the way in which units in one set affect
units in another set must be controlled by a
rerresentation of the sratial relationshiy between
the frames of reference used by the two sets. A
rarticular sratial relationshiy rairs each unit in
one set with one unit in the other set, and allows
activity in one of these unites to cause activity in
the other.

4. DLifferent Gestalis corresrond to slternative
ratterns of activity in the very same set of object-
based units. £ only one Gestalt can be formed at a
time, though records of many rrevious Gestalts can
be stored as activity in the scene-tased units.

Fig. 4 incoryorates these assumytions. Unlike
many box diagrams in ysychology, the serarate boxes
really are intended as seyarate collections of
hardware units. Every unit continually recomrutes
its activity level as a function of the inyut it
receives from other units. In the shori term (i.e in
about 1CO msec), the whole system comyutes by
settling into a state of activity that is
temjorarily stable. This kind of settling jyrocess is
described in more detail in Einton (19€1b) where it
is shown that the yrocess of assigning an
arrrorriate object-tased frame of reference cen be
imylemented by the three-way interaction between
retina-based units, objeci-based unite and the units
for rerresenting the syatial relationshiy between



the retine and the object. This kind of three way
interaction is what the triangular symbols in Fig.

4 deyict. After each settling, control yrocesses
(unsyecified here) can reset the rattern of activity
in any set of unite, and thereby initiate a new
rrocess of settling. Not all the units in a set need
te involved in the interactiones with other sets. For
examyle, the object-tased units that are directly
affected ty retina-based units rrobably code fairly
simple features, whereas the objecti-based units that
directly affect the scene-tased ones yrobsbly code
comrlex conjunctions of the simyler features.

Scene-tased units.
Active units encode
recently identified
shares and their rel-
lations to the scene.

Units whose activity
rerresents the relat-
|ionshir of the current
object-tased frame to
the current scene-
tased frame.

Object-tased units.
Fattern of activity
rerresents shaye of
the current Gestalt.

Units whoee activity
rerresents the relat-
ionshiy of the current
object-based frame to

ihe retina-based frame.

Fetina-based units.
Activity pattern is
the result of early
visual yrocessing.

Figure 4. A parallel mechanism.

This kind of mechanism raises many interesting
issues, some 0f which are discussed elsewhere
(Hinton, 1981a). The following section focusses on
what the scene-tased features are like, and how they
influence the the formation of a new Gestalt, i. e.
how they affect the formation of temjorarily stable
rattern of activity in the object-based units.

Scene-based features

Once the general ayrroach of imyrlementing sratial
working memory as activity in a set of scene-tased
units is accejted, quite a 1ot cen be deduced about
the nature of the units from their function. One
imyortant funciion of spatial working memory is to
allow yrreviously identified Gestalts to aid in the
formation of related Gestalts. having recognised an
eye, the whole face should be easier to see, and
vice versa. The kind of yrrecisely located, atomistic
features that would te needed for a ricture-like
rerresentation would not be of much value in spatial
working memory, because they would not exrlicitly
rerresent the identities of objects, and so their
effects could not be made to derend on these

identities. It ie more useful 1o make each active
scene-tased unit reyresent the existence of an
object of a jarticular tyre with a particular
relationshiy to the current scene, as the following
examyles show.

furrose that as a reeult of frevious yerceytual
analysis, activity in a scene-based unit, &; ,
rerresents the existence of an eye with the
relationship F;¢ to the scene. furfose also that the
system is now attemyting to settle on an
interyretation of a larger obtject (a face) with the
relationship Fys to the scene. k¢ and Bf; determine
F;;, , the relationshiy of the eye to the face, and
so they determine which object-tssed unit, C; ,
should bte aciivaeted 1o reyresent the eye as a
constituent relative to 1he frame of reference of
the whole face. This influence of the contents of
working memory on jercejtion can be imjlemented (see
Fig. 4) ty having en exylicit rerresentation of ng
which governs the interaction between scene-based
and object-based units and ensures that activity in
£; rrovides excitatory inyut to (;

Now consider what is regquired of spatial working
memory if the face is seen first and attention is
then focussed on one eye. The fact that this part
had the role of an eye within the whole face should
facilitate its interyretation as an eye when it
becomes the focus ¢f attention. Thic effect can be
achieved if the Cestalt for the whole face activates
scene-based units that reyrresent the major
constituents of the Gestalt as well as the whole. So
the marring from objeci-tased to scene-based units
orerates simul taneously on units that reyresent the
identity of the whole CGestalt and on units
rerresenting its major constituentis.

VI CONCIUSION

Three demonstrations have been used to illustrate
aspects of our internal rerresentations of spatiel
structures. Particular attention Las been given to
the spatial working memory that allows people to
integrate their perception over time. It has been
argued that this memory contains compact records of
the rich perceptual Gestalis that are formed when a
person ettends to an object. The interactions
between spatial working memory and the apparatus in
which Gestalts are formed allows previous Gestalts
to influence (or entirely determine) the formation
of the current Gestalt even though only one Gestalt
can be present at a time. This view of the role of
spatial working memory supports "early selection”
theories in which focal attention is required to
synthesize a share, and only one shape can seen at a
time. It also supports the view that different
Gestalts correspond to alternative patterns of
activity in a set of units that encode features
relative to a frame of reference imposed on the
object.

Finally, & few provisos. The demonstrations are
well known but the interrretations of what they
show are probasbly contentious, and the mechanism I
suggest is speculstive and underspecified. There has
not been space to elesborate on many interesting
issues like how the mechanism might account for the
exrerimental dasta on mental rotation (Cooper and
Shepard, 1973) or spatial working memory (Eroadbent
and Froadbent, 1981; Phillips and Christie, 1977).
Nor has it been possible to discuss crucial
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theoretical issues like the number of units that
would be required by the mechanism, or the problems
of encoding novel shares in working memory.
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COLOR PERCEPTION AND THE MEANINGS OF COLOR WORDS

Paul Kay
University of California, Berkeley

The relation between perception and meaning is
hard to trace in any domain. I have been asked today
to discuss the problems of identifying such connec-
tions in the domain of color. Color is an area in
which our ignorance regarding the relation of percep-
tion and linguistic meaning is less than total;
nonetheless you will not be surprised to learn that
here, as elsewhere, there are more questions than
answers. In the time available I will be able to do
no more than sketch one view of the matter and so will
probably present a clearer picture than is in fact
warranted by current knowledge. In particular there
will be Tittle time to discuss the detailed empirical
evidence that supports this view and no time to
discuss alternative views.

I will begin by describing in lamentably over-
simplified terms certain structures in the human
visual system that give rise to the sensation of
color. We will then see how these aspects of visual
physiology can help us understand independent findings
regarding the meanings of words for color in the
world's languages. In particular, starting from the
simple arithmetic of differential firing rates of
certain individual types of cells in the visual
system, we are able to build a model of the perceptual
categorization of color that explains a good deal both
about cross-linguistically universal features in color
naming and about dimensions of difference among the
classifications of color found in the languages of the
world. Finally we will see how this model organizes
certain systematic observations that have been made
regarding reqularities in the temporal evolution of
the color classification systems of the world's
languages.

Aspects of the Neurophysiology of Color Perception

It is widely known that the retina contains three
kinds of color receptors, i.e., cones. It is perhaps
less generally known that at post-retinal but still
peripheral levels of neural processing, information
regarding dominant wavelength, or hue, is recoded from
this three-channel system into a four-channel system,
yielding the four fundamental hue sensations, blue,
green, yellow, and red. In 1920 Ewald Hering (1968)
postulated, on the basis of primarily introspective
evidence, that such a system must exist. Hering noted
further that subjectively there is no such thing as a
mixture of green and red nor of blue and yellow--try
to imagine what one could possibly mean by the locu-
tions 'a reddish green' or 'a bluish yellow'. He
therefore supposed that there must exist what he
called two 'opponent processes' in the visual system,
one red vs. green process and one yellow vs. blue
process. At a given moment, each process has to be
in exactly one of its named states; for example, at a
certain time the red-green process might be in the red
state and the yellow-blue process in the yellow state:
this pairing of states would give rise to the sensa-
tion of orange. If one admits continuity to the model
by allowing each of the four opponent states to
operate at varying strengths, the relative strengths
of the two states operative at a given moment will
determine the precise shade that is subjectively
experienced. In our example, the relative strengths
of the red and yellow states will determine whether a
reddish orange, a yellowish orange, or a relatively
balanced or pure orange is experienced.

Despite the superiority of the Hering model over
its competitors in explaining these and many other
aspects of the subjective experience of color, it
never gained general acceptance until Russell De
Valois and his associates. as recently as the late
1960s, isolated the anatomical structures that
accomplish the opponent-process function and monitored
this function in the living organism. After a series
of preliminary experiments, which established that the
visual system of the macaque monkey is like man's in
all relevant respects, De Valois and his co-workers
inserted micro-electrodes into individual cells in the
Lateral Geniculate Nucleii of live macaques and
recorded the rates of firing of these cells while the
animals' eyes were exposed to light of systematically
varying wavelengths and intensities. It was found
that LGN cells could be thus classified into six
types, two of which were primarily sensitive to
overall Tuminosity or brightness, and four of which
were primarily sensitive to dominant wavelength or nhue.

The latter four types constitute the opponent
process system. Each of these opponent cells has a
spontaneous or basal rate of firing (or about 6 spikes
per second): this rate increases or decreases depend-
ing on the wavelength of stimulating 1ight according
to the four patterns shown in Figure 1.

Inspection of Figure 1 reveals that types of cell
A and C form a pair in having the same crossover point
between advanced and retarded rate of firing at about
605nm and also in having mirror image maxima and
minima of firing rate at about 540nm and 640 nm.
Cells of types A and C together constitute Hering's
postulated red-green process: considering all cells
of types A and C at once, we may take the sum of the
absolute deviations from the basal rate of firing in
the long wavelength region, that is above the cross-
over point, as signaling the strength of the red
response. Similarly, the total absolute deviation
from the basal firing rate below the crossover point
represents the strength of the green response. In
analogous fashion the type B and D cells together
constitute the yellow-blue opponent process: the sum
of absolute deviations above the crossover point is
the total amount of yellow information or equivalently
the strength of the yellow response, while below the
crossover point the sum of absolute deviations repre-
sents the total blue response. Note that in a given
stimulus condition, each opponent process must be in
either one state or the other depending whether the
wavelength of the stimulus is above or below the
crossover point for that pair of types of cells.

At a given wavelength there are thus two families
of possibilities. (1) If the visible wavelength is at
one of the cross-over points, then one of the opponent
systems is inert, e.g. at about 605nm the macaque's
red-green system is quiescent; at this point all hue
information is carried by the yellow-blue channel,
which is in the yellow (longer wavelength) state; this
is called the yellow unique hue point; all the organ-
ism sees at this wavelength is pure yellow. The blue,
green, and red unique hue points are defined in the
same way. (2) If the stimulus wavelength is not at a
unique hue point, then exactly two of the four funda-
mental hue states are operative and the relative
strengths of these two states determine the precise
shade of perceived hue; for example in the region
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between the yellow and green unique hue points the So far we have talked only about types of neural
green state of the red-green system and the yellow cells, their rates of firing, and certain functions
state of the yellow-blue system are operative; the composed of the firing rates of different classes of
relative strengths of these response states determine cells, but we have said nothing about the meanings of
whether a yellowish green, a greenish yellow, or a any words in natural languages. We are now prepared
perfectly balanced chartreuse or lime is perceived. to make the initial connection: the curves labelled
BLUE, GREEN, YELLOW, and RED in Figure 2 represent at
One may, in sum, model this system as having one and the same time (1) the outputs of the funda-
quantitative outputs in four channels, RED, YELLOW, mental hue-response categories as defined in terms of
GREEN, BLUE, where at a given instant there are non- proportional output in the individual hue channel of
zero outputs in either (1) a single channel or (2) two the opponent process system, and also (2) the mean-
adjacent channels (considering red and blue as also ings of the ordinary English words blue, green,
adjacent). From psycho-physical data Wooten (1970) yellow, and red, along with their exact translations
has estimated the curves for humans comparable to into many languages. Similarly, non-opponent
those of Figure 1. Using these curves (not shown fundamental response channels BLACK and WHITE,
here) it is a straightforward matter to calculate for corresponding to the English words black and white
each channel of fundamental hue response (RED, YELLOW, (and their translations in many other Tanguages), are
GREEN, BLUE) the proportion of total hue response in defined by the two classes of brightness-sensitive
that channel for each wavelength of visible light. cells discovered by De Valois and his associates, and
Curves representing these calculations are shown in these categories also may be modeled as fuzzy sets.
Figure 2. Being proportions, these functions neces-
sarily have ordinates varying from zero to unity The Semantics of Color Words
across the spectrum. It is therefore natural to
interpret them as fuzzy sets, which interpretation is We have seen that six English color words (and
reflected by the ordinate of Figure 2 being labelled their translations into other languages that have
"Degree of Membership". exact translations of these words) can he given
a 0 - ¥ . < o
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neurophysiological definitions. For these six
semantic categories, we have achieved a considerable
rapprochement of semantics and perception. What can
we say now about the perceptual basis of other color
words in English and in other languages? In this
investigation we will restrict our attention to what
have come to be called 'basic' color words. In any
language the basic color words form a natural set, and
it is the comparison of the sets of basic color words
across languages that has been found most fruitful in
the cross-linguistic investigation of this semantic
domain. In every language there is a small set of
semantically simple words such that any color can be
named with a member from this set. Members of this
set are called the basic color words or basic color
terms of the language. Several languages are known in
which there are just two basic color terms. English
has eleven; in addition to the six already discussed,
which name the fundamental neural response categories,
there are also brown, purple, pink, orange and grey.
For many speakers of Russian, there are twelve basic
color terms; Russian has a basic color term specif-
ically for light blue, goluboy, along with the term
for darker blue, sinyiy.

For a long time it was believed by linguists and
anthropologists that there were no constraints on the
way the basic color terms of a language might divide
the perceptual domain of color and hence no tendency
for color words to be translatable across unrelated
languages. Another way this idea was put was the
claim that perception has no influence over color-
naming in a language beyond setting the bounds of the
visible spectrum. Thus in what was probably the most
widely accepted linguistics textbook of the 1950s,

H. A. Gleason said, "There is a continuous gradation
of color from one end of the spectrum to the other.
Yet an American describing it will 1ist the hues as
red, orange, yellow, green, blue, purple--or something
of the kind. There is nothing inherent either in the
spectrum or the human perception of it which would
compel its division in this way" (1961:4). We now
know that this is wrong and that all the basic color
terms in all languages are based on the six funda-
mental response categories: the four of the opponent
(i.e. hue) system and the two non-opponent (i.e.
brightness) categories.

We have already noted that each of these six
categories has a structure that invites its inter-
pretation as a fuzzy set. There is strong additional
motivation for the fuzzy set interpretation, namely
that all the other basic color categories, either in
English or in any of the other languages that have
been investigated, may be defined in terms of simple
Boolean functions of these fuzzy sets. For example,
in many languages of the world, including the majority
of Native American languages, there is a single word
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that is used wherever an English speaker would use
either the word green or the word blue. There is
considerable experimental evidence indicating that
this widespread basic color category (let us call it
'grue') is in fact the fuzzy union of the fundamental
neural response categories GREEN and BLUE. For
example, it has been found in a large number of
languages that subjects asked to pick out from an
array of color stimuli the best example of their
category grue will not select something intermediate
between green and blue such as we might call turquoise
or aqua; rather, they will select either a focal green
or a focal blue. Since the union of two fuzzy sets is
defined as the maximum of the individual characteris-
tic functions, this pre-theoretically surprising, but
empirically robust, finding is predicted by the
definition of the category 'grue' as the fuzzy union
of GREEN and BLUE.

Berlin and Kay (1969) surveyed the basic color
lexicons of ninety-eight languages and reported strong
constraints on the semantics of basic color term sys-
tems. They also postulated a narrowly constrained
evolutionary sequence through which basic color
lexicons must pass as they add terms over timz. That
sequence, as reformulated by Kay and McDaniel (1978)
about a decade later on the basis of a great deal of
work by many investigators in the interim, is summar-
ized in Figure 3.

A 1anguage with only two basic color terms has
one which is the fuzzy union, wHITE or RED or YELLON
and one which is the fuzzy union,'BLACK or GREEN or
BLUE% these are conveniently glossed as 'light-warm’
and 'dark-cool', respectively. When a language adds
a third term, it does so by sp11tt1ng the ‘11ght warm'
term 1nto a'WHITE'term and a*RED or YELLOW'(i.

'warm') term. At the next stage of development
either the 'dark-cool’ term splits into 'BLACK' and
'"GREEN or BLUE', that is 'cool', or the warm term
splits into 'RED' and 'YELLOW' terms (see Stages IIla
and IIIb in Figure 3). At Stage IV, whatever possi-
bility didn't occur at Stage III now occurs, so the
language now has basic terms for the fuzzy categories
'"WHITE', 'BLACK', 'RED', 'YELLOW', and 'GREEN or BLUE'
(i.e.'grué). At Stage V, the'grue'category is dis-
solved into its fundamental neural response components
'"GREEN' and 'BLUE', and there is now one basic color
term for each fundamental neural response category.

Up to here in the sequence, we have been consid-
ering two types of basic color categories, those that
consist in unions of fundamental neural response
categories and those that consist in the fundamental
neural response categories themselves. Beyond
evolutionary Stage V, basic color categories of a new
kind are formed on the basis of the intersections of
the fundamental categories. More precisely each of

W T
R
w w y
R R G
Y Y Bu
G —-1G — | Bk
G or Bu} Bu Bu Y + Bk (Brown)
Bk Bk R + W (Pink)
Y + Bk(Brown) R + Bu (Purple)
R +Y (Orange)
----------------------------------------- t- B+ W (Grey)
v v VI Vil

63



these later combinations of the fundamental categories
consists in twice the fuzzy intersection of its
constituent categories. For example, the fuzzy set
orange is twice the 1nterssction (minimum) of the
fuzzy sets RED and YELLOW.

It is not possible in the time available to dis-
cuss the empirical motivation for the formulation of
these intersectional categories in terms of precisely
twice the intersection of the constituent fuzzy
categories (see Kay and McDaniel 1978:631-635; Mervis
and Roth 1981). But the main points of the story so
far should now be clear. Empirical semantic re-
searches have revealed that, so far as we can tell at
present, all the basic color categories of the lan-
guages of the world are based on the six fundamental
neural response categories, whose structures are
determined by the firing patterns of LGN (and other)
cells in the visual pathway. Languages with fewer
than six basic color terms have terms that encode
categories composed of fuzzy unions of the fundamental
categories. Languages that encode more basic cate-
gories than the six perceptually fundamental ones,
encode categories based on the fuzzy intersections of
the fundamental ones.

Furthermore, there appear to be quite narrow
constraints on which of the Togically possible Boolean
combinations of the six fundamental response categor-
ies actually occur in the world's languages. For
example, of the fifty-seven possible categories that
might be formed by taking fuzzy unions of the six
neurologically fundamental categories, only the four
we have discussed ('light-warm', 'warm', 'dark-cool',
and 'cool'--i.e. 'grue') occur in actual languages.
Little is known by way of explanation of this fact,
though it is perhaps worth recalling that Hering
designated the colors white, red and yellow collec-
tively as inherently arousing, and the colors black,
green and blue as inherently non-arousing. Even more
striking as an empirical generalization crying for
theoretical explanation is the evolutionary sequence
depicted in Figure 3. Why should the color lexicons
of the world sort into just the handful of types
permitted by this sequence and, above all, why should
the temporal evolution of color terminology systems
follow this particular, narrowly restricted course?
Answers to these questions, as they are found, will
deepen our understanding of the relation of perception
and Tinguistic meaning in the domain of color.
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Notes

1. This talk is, in effect, a highly compressed
summary of Kay and McDaniel (1978), and the hearer or
reader interested in pursuing the subject should con-
sult that paper and the references cited there.
McDaniel (1972) was the first to propose a perceptual
explanation for the Berlin and Kay (1969) findings
regarding semantic universals in terms of the opponent
process model of color vision. Fiqures 1, 2, and 3
accompanying this text are respectively Figures 4, 6,
and 13 of Kay and McDaniel.

2. In Figure 3, the '+' sign denotes the binary
operation 'twice the fuzzy intersection'.

References

Berlin, B., and Paul Kay. 1969. Basic color terms:
their universality and evolution. Berkeley &
Los Angeles: University of California Press.

De Valois, R. L.; I. Abramov; and G. H. Jacobs. 1966.
Analysis of response patterns of LGN cells.

Journal of the Optical Society of America
56.966-77.

, and G. H. Jacobs. 1968.
vision. Science 162.533-40.

Primate color

Gleason, H. A. 1961. An introduction to descriptive
linguistics. New York: Holt, Rinehart and
Winston.

Hering, Ewald. 1920. Grundzuge der Lehre vom Licht-
sinn. Berlin: Springer. [English version:
Outlines of a theory of the light sense. Trans-
lated by L. M. Hurvich & D. Jameson. Cambridge,
MA: Harvard University Press, 1964.]

Kay, Paul, and Chad K. McDaniel. 1978. The linguistic
significance of the meanings of basic color
terms. Language 54:610-646.

Mervis, C. B., and E. M. Roth. 1981. The internal
structure of basic and non-basic color cate-
gories. Language 57:383-405.

Wooten, B. R. 1970. The effects of simultaneous
and successive chromatic constraint on spectral
hue. Doctoral dissertation, Brown University.



Structure and Function

in the carly processing of visual information

Shimon Ullman

‘The Artificical [ntelligence Laboratory

Massachusetts !nstitute of Technology

1. Introduction

A central notion in contemporary cognitive scicnce is that mental
processes involve computations defined over internal represcentations.
‘This general view suggests a distinction between the study of the rep-
resentation and computations peiformed by our cognitive systems on
the onc hand. and the physical brain mechanisims supporting these com-
putations on the other. The two studies proceed along different paths,
and ncither is completely reducible to the other. 1t is the hope of cogni-
uve science. however. that the studies of function and mechanism can
complemient cach other, and that theories can be developed for various
cognitive subsystems that will describe and explain their computational
aspects, their underlying mechanisms, and the interactions between the
two.

In this paper | shall desciibe some attempts to combine the study
of brain mechanisms with computational considerations in the first
stages of visual information processing. This work combines the con-
tributions of many mdividuals. most notably the late David Marr, and
a group of people who were fortunate to work with him, primarily at

M.LT"s Artificial Intelbgence Laboratory and I'sychology Department.

2. Representing intensity changes in images

The first cemputational problem that arises in the carly processing
of visual intormation s the inital organization and representation of
the input rcgmtered by the eves, At the photoreceptors Tevel, the input
to the visual system consists of a2 210 nolhon hight ntenaty measare-
ments (registered by over 120 ustion cones and tods e cach ey o) ‘This
i an umackdy Liree and unstectnad ser ef meaearements. W can
therefore expect the visual system to construct a more cconomical repre-
sentation of the input, that will make explicit the relevant information

for later processing stages.

A recasonable candidate for the task 1s a representation that can be
roughly described as an edge representation of the image. The idea is
to make explicit the locations in the image where light intensity changes
sharply from onc level o another. e motivations for this type of a
representation are (i) it will achicve a more concise description of the
image than the original array of intensity values , and (ii) sharp changes
in light intensity values usually have a physical significance. They are
often associated. for example, with object boundarics, markings on ob-
jects’ surfaces, and so forth An edge representation is theiefore uscful in
making the transition from the domain of light intensities in the image
to analyzing the physical structure of the visible environment.  One
general observation often raised in support of the edge representation

approach is that many objects arc recognizable from a sketch of their

cdges and contours alone, although in terms of the underlying light
intensity distributions, the sketch and the original image are markedly

different.

The representation of localized intensity changes is not the only
approach that has been proposed for the first stages of analyzing visual
information. Onc popular alternative is the Fourier analysis approach
that received wide attention in the psychophysical literature following
Campbell and Robson’s [1968] discovery of spatial frequency tuned
channcls in the visual system. ‘The approach presented here is in a
sensc a combination of the frequency channcls and the edge detection
approaches, but it is concerned primarily with the detection of intensity

changes.

A Tlarge varicty of technigues have been proposed in the past
(primatily within the engineering ficld of image processing) for the
detection of mtensity changes i images. A major problem that has
heen discovered in the comse of developing these techniques. is that
significant mensity changes in an mage can oceur at a varicty of scales.
Some changes are gradual and smoath: they can also be described in
trequency domam erminology a low liequency cduanges. Others are
high frequency and sharply localized changes. To capture all of the
significant intensity changes, it is possible to examine the image at a
number of different resolutions, or scales. A low resolution “copy™ will
serve for capturing the gradual, gross changes, a high resolution “copy”
for the finc details. Figure 1 shows an example of what it means for the
same imagc to be examined at three different resolutions. The resolution
dccreases from la to lc. It can be scen that in the lower resolution
copics fine details are progressively blurred. The low resolution copy
can be obtained by a process called gaussian filtering (and this filtering
is in a scnse optimal, sce Marr & Hildreth 1980). ‘T'his simply means
that at every point a local average is taken of the intensity valucs, using
a gaussian weighting function. The resolution of the resulting copy is
controlled by the size of the gaussian. A larger guassian averages the
intensity values over a wider ncighborhood, and hence is less sensitive
to finc details. ‘The gaussian smoothing is also called in mathematical
terms the convolution of the image with a gaussian filter, denoted by
G*I (where [ is the image. G is the gaussian smoothing function).

As a result of the first operation we have a number of "copies” of
the original image, at a number of different resolutions, as determined
by the sizes of the gaussian filters (figure 2). ‘The next step is to iso-
late the sharp intensity changes in each copy. We shall consider this
problem first in the context of onc-dimensional signals. In this case,
the image I is a function of a single variable, denoted by z. A sharp
change in the signal /(z) can be defined as a peak in its first derivative,
since the derivative, by definition. measures the signal’s slope. FFrom
clementary calculus, peaks in the first derivative can also be located by
7ero—crossings of the secend derivative (i.e. places where the second
derivative changes sign).  Mathematically the two criteria are cquiv-
alent. but the second characterization has certain advantages when (wo-

dimensional signals are concerned [Marr & Hildreth 1980).
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In summary, the localization of sharp changes is obtained by per-

forming:
o’

D) (1)

The zeto cossmes e the onput will indicate the Tocations of sharp
intensity changes in the image at the scale determined by the gaussian.
‘This means that the image 7 is first passed through a gaussian
smoothing function G, and then a second derivative of the result is
taken. “Fhe two operations of scaling and diffcientiation be combined
in a convenient manner, ‘The combination is based on a mathematical
identity that states that the order of differentiation and convolution can

be changed without affecting the result. In mathematical notation:
d? . d?
Y — G

I'he implication is that the two operations can he collapsed into a
single once: simply filter the image not through a gaussian function, but
through ‘;’:;G (the sccond derivative of a gaussian). ‘T'his function is
shown in figure 3a (3b shows its fourier transform). ‘The analogue in two
dimensions would be a similar but circularly syimmetric function which
has the appearance of a "mexican hat™  Mathematically, in the two-
dimensional ¢ise the filter is V2G, where V2 s the laplacian and G a
two-dimensional gaussian function.

The scheme is now suaightforward: the representation of intensity

changes is obtained from the sero-crossing in the result of passing the

image through filters that have the shape of V2G.

Those who hive some familiarity with the physiology of the visual
system would readily recognize the shape of these filters as correspond-
ing to the shape of retinal ganglion receptive ficlds. In other words, the
retinal structure can be viewed as approximating the convolution of the
image with the ©2G filters. (IFor more detarl see Marr & Hildeeth 1980,
NMarr & Ulliman 1981,

IFigure 4 shows examples of images fullowing this retinal operation,
and the resulung sero—crossings representations (generated by 1len
Hildieth). The first row shows two images prior to the filtering stage.
I he sccond row shows the images filtered thiough the ietinal operation.
It gives some idea of the toom of the inmage st avels ap the optic
nerve trem the exe. via an intermedute station called the TGN, o
the visual cortex in arca 17 ok the bram  Fhe thud row llnsinates the
resultme zcio crossine representations | enre S shows an i ee (of
sculpture by Henry Moore) and its zcro-crossing represeéntation at three

different resolutions.

Before turning to the physiological aspects of the zero—crossing
representations, it will be of interest o note that zero—crossings in
bandpass flters arc known to be, in a sense, “rich in information”
. 1 ogan of the Bell Laboratories has shown that a one-dimensional
signal with a bandvidth of less than one octave can be completely
reconstructed (up to an overall muluplicative constant) from its scro-
crossings alone, provided that some simple conditions are met [I ogan
1977). It is not clear, however, whether the thcorem can be extended

to two dimensions, and under what conditions the one-octave restric-

tion can be relaxed (this problem arises since the filters in the human
visual system are probably more than an octave wide). If appropriate
extensions along these lines can be made, it would imply that the 7zcro-
crossings provide not only a convenient representation that capturcs the
sighificant aspects of the image, but also a complete one. ‘That is, no
essential information is lost by discarding the image and analyzing the
zero-crossing representation alone. (Sce Marr, Poggio & Ullman 1979,

for further discussion of this issue.)

3. Ihe hiological detection of 7ero-crossings

I'he analysis so far leads to the general suggestion that following
the retinal operation the next step is to locate and represent a map of the
zero—crossings in the output. If this suggestion is correct, then a main
function of the primary visual cortex should be the construction of the
7ero-crossings representation. I shall next turn to consider briefly how

rero—crossings may be detected by the mechanisms of the visual cortex.

‘I'he fibers of the optic nerve coming from the eye to the brain carry
the image filtered through the V¢ receptive fields (U is, of course, a
computatonal idealization). This neural image s in fact carricd by unite
of two complementary types, called on-center and off-center units. 'The
olf-center unmits are sunply “inverted mesican hats™ with negative centen
and posiove surround T et us now consider the retmal output in the
vty ol an edee. Pieure Gadepicts astep edee, and 6 is the resal
of posstoe Oy thvongh retimal-like receptive iekds. Fhis ontpat containe
both negative and positive values, o contrast, the optic nerve carrics
no negative valucs; the positive part of the signal is carricd by the on-
center units, and the negative part by the off-center ones. | his means
that within the system the zero—crossing itself is always flanked by two
peaks of activity: of on—center cells on one side, and off-center cells on
the other. ‘The detection of a zero—crossing can casily be accomplished,
therefore, by a simple combination of the on- and off-center units.
When two adjacent units, once off-center, the other on-center, are aclive
simultancously, they indicate the cxistence of a zero~crossing running
midway between them. Note that a point of zero valuc is detected in this

scheme by detecting peaks of activity rather than zero activity.

The basic zero-crossing detector is shown in figure 7a. It is com-
poscd of the two sub-units (on- and off-center) combined with an
“and" operation. This means that the two units are required to be active
simultancously to produce a response. The unit can be made oriented
by combining a number of such detectors lying in a row (figure 7b).
Such an oricnted unit will exhibit many of the propertics of cortical
simple cells ("edge detectors™) originally discovered by FHubel & Wiesel
in the visual cortex of the cat [1962] and monkey [1968]. 1t will still lack,
however, one fundamental property: cells in the visual cortex are also
often sclective for direction of motion. ‘They respond well when their
preferred stimulus moves in one direction, but little or not at all when it

moves in the oppaosite direction.

4. Adding directional selectivity

With the addition of one subunit it is possible to make the basic

7ero-crossing detector direc tionally selective, and use it for the measure-



ment of visual motion. 1o see how, consider again the zero-crossing
associated with an intensity cdge (figure 6b). At the sero-iossing itself
the cunrent value is. of course, zero. It can be readily seen from the
figure that if the profile now moves to the nght. the value at this point
will be mereasing. 1t move o the left. the value will be deareasmg.
Iy simply inspecting the sien of the termporal chamge it therelore be-
comies posaible to determine the ducction of motion. e is not difticalt
o establish that ot s fuether posable o mieasre the specd of maotion
in the direction of the unit by comparing the slope of the zero—rossing
and the rate of temporal change. ‘The extra sub-unit should respond
therefore to temporal changes. Ideally, it should behave like the tme

denvative of the signal, i.e. §;(V?G).

As it turns out. the population of retinal cells contain a natural
candidate for this task. These are the so called Y-type cells, originally
discovered by Fnroth-Cugell & Robson [1966). ‘This is a relatively small
sub-population of cells that are known to be “transient™  [hat is, they
respond to a steady stimulus by a short and brisk response when the
stimulus is turned on or off, ‘The other major population of retinal cells
are the sustained, X-type cells. Such a cell responds to a stationary
stunulus with a sustaned response that usually continucs as long as the

stmulus is present within its receptine field.

Our schematic model of the simplest directionally selective units is
therefore constructed from three types of sub-units. As before, it has
a row of on-center cells. and a row of off—center cells, both of the sus-
tained type. In addition, it has an input from at least one transient Y-
type unit (figure 7¢). A more detailed discussion of this general scheme

citn be found in [Narr & Ullman 1981].

‘I'his general scheme for zero-crossing and motion detection wi
diven primanly by computational considerations. Physiologically, al
though Y-type units were often described as transient, it was not clea
whether they can also be described as at Ieast approximating the re
guired time dernvative operation. We therefore compared the response
recquited by the computational scheme with physiological response
(taken from Rodieck & Stone, 1965, Dicher & Sanderson 1973; sce
Mo & Ullman 1981 for details) Some companisons are shown in figure
3 (Tor \ cells) and 9 (for Y cells). Fhe top row in figure & is the comolu
tion of various profiles (edge. thin hai, wide bar) with VG, On
center eells are expected to carry the positnee part of these profiles, anc
oll center the negative part Inothe neat two rows the posinne part ol
e stenal i compared with recordmes from on-center cells, and m the
Lastrons the negative paatis compoed swith recardmes from oft -centey
cebls Samlar compareons are shoninm fegie 9 betscen the compata
tional madcl, hased on ; (G*1). and physiological recordings. It can be
seen that even m the cases where the profiles are rather complicated. the

general agreement is good.

Finally in this scction, figure 10 shows an example of applying the
motion detection scheme described above to a moving random texture.
I igures 10a and b show a pair of tandom dot patterns. A central square

in 10a is shifted in 10b slightly to the right, while the backgrounds of

the two figures are uncorrclated. When these figures are presented o
human observers In a rapid alternation, the central squarc is immedately
perccived to move hack and forth against a background of uncorrelated
motion.  Figure 10¢ shows the zero—crossings representation of 10a.
Figure 10d is the result of the motion analysis of the zero—crossing (the
light dots indicate the direction of motion of the zcro-crossings). In
figure 10c the light dots where removed from the area where coherent
motion (to the right) was found. The motion assignment was correct,
with the exception of a few isolated points, and as a result the inoving

squarc was detected.

I have sketched above some aspects of an evolving theory of carly
visual information processing. The main goal has been not to present a
comprchensive review of the theory, but to illustrate an attempt aimed
at combining the study of structure and function in the carly stages of
visual pereeption. Major parts of the theory were consequently lelt out
of the discussion, most notably, the use of the carly representations in

stereo vision [Marr & Poggio 1979, Grimson 1981].

Finally, T would like to end with two brief cautionary notes. ‘The
first has to do with the specific problem of analyzing image contours.
Even if the zero-crossing analysis is along the right track, it provides
anly the fiest stages e the analysis of edges and image cutous Figure
1T illustrates examples of contonrs that are ¢ wily perecived but cannot
be captured by any simple intensity - based analysis of the image. In
ficure Tlha all the hnes he along the 45 deg. diagonals  The horizantal
and vertieal houndanes which are appaient in the image are produced
not by abrapt antensity changes but by certin eronpima processes.,
Figtire TTh s an example of soclled "cosnitine contom. They do
not exist in the image. and cannot be detected by simple intensity--based
operations. These example serves to illustrate that even a scemingly
simple and clementary task such as the detection of image contours, re-
quires in fact complex processing that s still far from being completely
understood.

‘I'he second and more general comment has to do with the integra-
tion of theories of function and structure in more complex systems. The
cxamples I have outlined come from a system that is relatively simple
and casy to explore. Its anatomical structure is orderly, the input to the
system is relatively casy to control and manipulate experimentally, and
much is known about its physiology. Even under these favorable condi-
tions, the integration of structure and function proves to be exceedingly
diflicult. What is the hope, then, for achieving comprehensive theories
of structure and function for Ingher, more complicated, cognitive sys-
tems?

The task is certainly formidable, but it is probably worthy of
cxploration at least in certain instancs, since 1t appears unlikely that
the structure of complex systemns can be understood without some
guidelines supplicd by computational theories, It has to be admitted,
however, that given the difficultics of the task it 1s unclear whether
coherent and detailed theories combining structure and function can be

achicved at present beyond the simplest congnitive systemns.

Achnowledgment: T wish o thank 17 Hildicth and K. Stevens for

therr invaluable help.

67


file:///aliic
http://dciivalivcnfthcsigii.il
http://ih.it
http://lioiizoiil.il
file:///eitic.i
http://lh.it

Fig. 1

The same image at three different resolutions.

Gi¥*1
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Figure 2. Different resolution copics of the original image are obtained

by convolving the image with gaussian filters of diflerent sizes.
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Iigure ¥ a.  The shape of 4%G. b, Its Vourier transform.

dr

Figure 4. Examples of zero—crossing representations.  I7irst row: the

original #mages. Sccond row: the images following the convolution with

V2G . Third rwo: the resulting zero—crossings representations.
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Fig. 5

Zero—crossing representations of the same image at three diflerent resolutions.

Figure 6. A step edge before (a) and after the convolutiion with the

rctinal operator (b).




FFigure 7 A schematic diagram of the basic 7ero—crossing detector. a.

b. A row of

On-center and off-center units are ANDed together.

such subunits niakes the detector orientation-specific.

c. Wilh the

addition of a time derivative subunit the dete tor becomes directionally

sclective.
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Affect, emotion, and other cognitive curiosities

George Mandler
University of California, Dan Diego

The lure of phenomenocentrism. During the past
century - at least since Darwin, Marx and Freud - our
concept of reality has undergone changes that have
been particularly apparent in the cognitive sciences.
A dominant symptom has been the sharp swing of atti-
tudes toward the apparent and convincing reality of
phenomenal experience. It is practically impossible
not to be overwhelmed by the immediacy of human
experience. Philosophers have tended to accept its
primacy through the ages and many cognitive scientists
still do. We have overcome the perils of ethnocen-
trism and of anthropocentrism; we believe no longer
that either our social values or humankind are the
touchstones of social organization or the measure of
animal behavior. But we are still phenomenocentric;
we accept as basic the surface experiences that we
seem to share with our fellow featherless bipeds.
Phenomenocentrism has been abandoned in some corners
of cognitive science; but many psychologists, philoso-
phers and AI practitioners seem to hold stoutly to the
dogma that common human experience provides the basic
building blocks of cognition. I want to argue that
this kind of commitment to surface structure as the
psychologically "real" prevents progress and, in par-
ticular, has barred us from any reasonable understand-
ing of human emotion. Any satisfactory comprehension
of the structures and processes that generate affect
and emotion requires the postulation of deep struc-
tire, a willingness to go "beyond phenomenology."

It is the case, of course, that the common
experience oar phenomenal world - does provide the
major insights that have led us to determine the

important problems and some of the answers aboat human
cognition. Psychologv has failed when it has ignored
these insights. But the importance of common experi-
ence, language and understanding in the context of
discoverv must not color the need to go bevond
phenomenclogy and folk experience when we trv to
anderstand the processes, structures and mechanisms
that determine, generate and construct that experi-
ence.

There are two glaring examples of phenomenocen-
trism in the fields of affect and emotion. The first,
popilar through the ages and exemplified by Charles
Darwin and his descendants, pcstulates the categories
of emotion taken from the natural language as the
fundamental building blocks of human (and lower) emo-
tional life. It is a position that searches for the
effects of unanalyzed emotions, posits a limited set
of such findamental emotions, and even seeks their
locus in various corners of the human brain. It has
variously reified such nicelv vague concepts as fear,
love, anxiety, joy, lust, dread, and so forth, and so
forth.

beloved of poets and some
social psychologists, posits the primacv and noncogni-
tive (i.e., knowledge independent) nature of affe:tive
experience. Its advocates assert that feelings and
affects occur prior tc the registration and/or experi-
ence of other aspects of human experience, and partic-
1lar prior to "cognitive" events.

The other position,

Emotion and the categories of natural language.
A oconcern that is related to phenomenccentrism and,
like it, a hangover from the '9th centarv is exempli-
fied in the penchant to take seriously the implicit
claim that some natural language categories. define a
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well bounded, precise set of phenomena. Bmotion is
one of these categories. To ask "what is (an) emo-
tion?" - as William James did and as some cognitive
scientists still do - assumes that the vagueness and
redundancy of natural language is suspendable.
Categories like emotion (just as intelligence, Jjus-
tice, equity, learning, aggression, etc. etc.) have an
evolutionary history and current function that do not
support the weight of explanatory systems. They are
useful, and have developed, as communicative devices
in natural discourse. The analyses of these functions
is an important enterprise (usually engaged in by our
philosophical brethren). However, they fall far short
of definitional devices as a first step toward satis-
factory explanatorvly and theoretical ends. At least
one can say that to date attempts to develop satisfac-

tory, exhaustive, and scientifically useful defini-
tions (much less explanations) of "EMOTION" have
failed.

Again, having inveighed against natural language
categories, I turn to them as a starting point. The
categories of our common experience are, of course,
collections of events (or objects) that do have a
vague common core. That common core is - as in the
case of the phenomenal experiences an indispensible
starting point for serious investigation. In the case
of affect and emotion, there are apparently two
aspects that characterize the collection. Dic-
tionaries tell us that emotions refer to "vehement,
excited mental states," that they involve "agitation,
disturbance of mind, feeling, passion." Affects are
mental states that involve "desires, intentions," and
"inward dispositions” and "intent." During its early
history, and to some extent in its modern usage, the
term "affect" also invoked the same kind of physical
referent that the emotions do. What the common con-
cepts of emotion and affect seem to have in common is
a state of phvsi(ologi)cal excitation or arousal.
What apparently differentiates the various affects or
emotions are desires, intentions, and values.

Looking for emotion's deep stracture. If we now
turn to the problem of arriving at a program of theorv
or research, we need to postulate a system that con-
structs or generates some subset of these emotional
phenomena. I shall defend one version of such a
theory, but the main thrust of my argument is that
some kind of theory (deep structure) needs to be
developed that generates so-called emotional behavior
and experience. Psychologists have variouslv
emphasized the agitation/arousal dimension or the
intention/value aspect. Most of the the papers at
this symposium address the latter problem, i.e., the
specification of the cognitive structure of emotions.
I shall outline a point of view which is equally con-
cerned with the arousal and evaluative aspects of the
generative system, though I do not go into the kinds
of details that the cognitive components require, and
that are exemplified bv the other papers cof the sympo-
sium.

My concern is specificallv with
emotion. As a conse-
con-

A point of view.
the conscious experience of
I have been concerned recently with the

qaence,

struction of conscious experience in general. There
have been a number of recent suggestions, notably by
A.J. Marcel (198'), that stress the constructive

nature of consciousness, such that a particular cons-
cious state is seen as constructed out of two or more
activated schemas that produce a phenomenal unity that
apparently conforms to the intentions of the indivi-
dual and the reqiirements of the task and situaticn.
The constructive approach to consciousness is ideally
suited to accommodate the notion that conscious
experience of emotion concatenates both evaluative
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cognitions and autonomic arousal. Thus, the phenome-
nal emotional experience is not some additive result
of arousal and evaluation, but rather the schemas
activated by arousal and evaluation are used in con-
structing the phenomenally unified emotional experi-
ence. Its intensitv will indeed be related to the
degree of arousal and its specific quality will depend
on a complex evaluative cognitive event, but the two
ingredients are experienced as a single emotion, Jjust
as eggs, milk, and sugar may be experienced as cus-
tard. This approach also accommodates the fact that
there exist experiences of "cold" emotions, of evalua-
tive cognitions without arousal, and of unemotional
arousal, of autonomic arousal without the cognitions
that provide emotional qualities.

The arousal component of emotional experience can
be ascribed primarily to peripheral autonomic nervous
system (ANS) activity. Whereas there is some evidence
that what is most efficiently registered is some gen-
eral level of ANS activity (heart rate, blood pres-
sure, gastric motility etc), we also know that there
are large individual differences in the patterning of
the various autonomic indicators. It may well be the
case that registration of peripheral arousal will, in
the individual case, be governed by different patterns
and may, in some cases, be driven by a single channel
(suzh as heart rate activity). For the present, the
sufficient and necessary conditions for the occurrence
of aatonomic arousal are not adequately known. To a
large extent we still rely on lists of "elicitors"
which are of varying degree of atility (e.g., tissue
injarv, stress, surprise, threat, emergency reaction,
etc. etc.). I have suggested that the interraption of
ongoing action, the discrepancv between expectation
and evidence, and similar instances of incongruity
between organisms' schemas and the evidence from the
environment, are responsible for a large sabset of the
occurrences of ANS arousal. Such a hypothesis not
only is consistent with the homeostati: view of the
ANS, but also responds to adaptive, evolutionary func-
tions of the autonomic system in general. Whenever an
expectation is violated or a plan kept from being car-
ried out (either in thought or action) an interruption
(discrepancy) occurs whizh leads to ANS arousal. It
is important to note that pleasant as well as
unpleasant experiences are captured by this approach -
unexpected, desirable events generate arousal just as
inexpected, noxious events.

What is the natire of evaluative cognitions? 1In
the first place, I suggest that there are three
sources of value that influence the qualityv of an emo-
tional experience. Our evaluations may be based on
innate, prewired valiaes - such as the preference for
certain temperature ranges, the avoidance of looming
objects, the preference for sweet over bitter tastes;
or our values may be culturally predicated - we are
"told" what is edible, lovable, drinkable, without
ever having had direct interactions with the objects
in question that would direct ouar values; and finally
we may make valuaative judgments that are determined by
the structare of the valued event - or rather we base
our judgment on some comparison between the event and
some existing schema. It is the latter which I find
most challenging; what are the structares that deter-
mine Jjudgments of beauty, ugliness, preference or
rejection, and which in turn determine emotions of joy
and disgust, liking and disliking? There has been
some reasonable amount of work done on such staples as
anxiety, fear, and grief, but much analysis is still
to come - some of it presented at this symposium. I
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have taken one step in that direction in trying to
show how one of the more primitive evaluative judg-
ment, that of preference arising out of the sense of
familiarity, is related to the congruity between
expectations (schemas) and evidence in the world.

In general, though, I would argue that much of
the valuative cognitions that contribute to emotional
quality deal with the internal structure of events
rather than with the presence or absence of features
or attributes. Thus, the sense of loss that leads to
grief deals with relationships and not with the
specific characteristics of the lost person. Simi-
larly beauty and ugliness deal with structural rela-
tionships, as do the cognitions that underlie jealousy
and even fear. That practically canonic emotion -
anxiety - apparently has a cognitive basis in the per-
ceived absence of structure, not in any definable
feature of the anxiety arousing situations.

Emotion and cognitive science. In contrast to
certain speculations to the contrary (e.g., Zajonc,
1980), these arguments suggest that evaluative cogni-
tions (preferences, likings, aversions etc.) are rela-
tively complex cognitive events, certainly involving
more processing than simple definitional or featural
Jjudgments. We have recently collected some data that
support this argument; simple impressionistic
judgments of liking (the simplest evaluative judgment)
are slower than simple categorical judgments, with the
effect becoming rather large for familiar objects.
Thus it takes longer to process the information needed
for simple valuation than for simple categorization,
exactly what we would expect if the former involves
processing of internal structural relationships, while
categorization may proceed on more simple
presence/absence judgments about features or attri-
butes.

The argument that affect or emotion is prior to
or independent of cognitions frequently appeals to the
phenomenal evidence that we are often conscious of
valuations before we are aware of the details of the
event that is being valued. Even if this particular
kind of phenomenocentric assertion is confirmed by
some future analyses, it does not say anything about
cognition and affect, but it does address the nature
of consciousness and the kinds of conscious construc-
tions involved in affect and in other kinds of experi-
ences. That analysis is beyond the scope of this
presentation.

Cognitive scientists have, often for gocod reason,
been accused of being scientific imperialists. The
old division of the world into cognition, conation,
and will has been destroyed by raiding parties that
have penetrated deep into (undefended) territory pre-
viously considered noncognitive. To the extent that
such aggression has been justified, it has been based
only in part on the claim that all of experience and
behavior deals with knowledge. More important may have
been the fact that the new theory-rich cognitive sci-
ence has been willing to take on all kinds of problems
in terms of an information processing organism (ani-
mate or otherwise). For the time being, I have left
aside the "cognitive" nature of autonomic arousal.
However, in the spirit of cognitive imperialism one
should be concerned with the kind of structural
representations that would be useful theoretically and
that would lead to a better understanding of the ini-
tiation, perception, and conscious construction of
peripheral autonomic arousal. The neurosciences are



charter members of the cognitive s:iences; maybe it is
time to tell the peripheral physiologists to look to
their borders.
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Affect and Memory Representation

Wendy G. Lehnert

Department of Computer Science

1. Affective Knowledge Structures and Computers

Many philosophers, psychologists, and A.T.
workers have taken various positions on the issue of
machines and emotion. Some argue that a computer
can  never '"experience" human emotions in any
significant sense because it just doesn”t make sense
to attribute conscicusness to an inorganic and
programmed system [Gunderson 1971, Puccetti 1968,
Scriven 1960, Zziff 1959] Others argue that our
subjective sense of emotional experience is too
"intuitive" and ill-defined a candidate for
computational modelling [Dreyfus 1972, Weizenbaum
1976]. Still others argue that emotion will be a
natural and necessary consequence of intelligent
information processing, an inevitable side-effect of
intelligence [Kenny 1963, Simon 197, Doyle 1980,
Sleman 1981]. And then there are always 'rational
purists" who consider emotional experience totally
irrelevant to reasoning processes and therefore of
no  consequence to artificial intelligence
whatsoever.

Many lines of reasoning have been invoked to
secure these various positions [Dennett 19786],
although most of the arguments are conducted with a
distinctively philosophical tonme. Tt is ironic that
the most passionate advocates 1in these debates
rarel) argue from first-hand experience with
computer simulations. Why does A.I. sees to be so
silent on the the topic of emotion and computers? T
cannot speak fcr everyone in the field, but I would
guess that a lect of us prefer to avoid the whole
morass because we believe that the questions being
answered are not the questicns we should be asking.

A cowputer car have  krowledge of  human
enctionality in the same sense that it can have
krowledge of mass spectroscopy, medical dizgnostic
techniques, or payroll data. Computers do not bave
to "be" emoting ertities to use this knowledge ary
more than they bave to "be" cherists, physicians, or
bureaucrats to use knowledge specific to those
profescions. If it is difficult to give krowledge
cf emcticns to corputers, it is only difficult for
the same reason that a thousend other topics are
difficult for computers: people dc¢ pot bhave a
rigorous understanding cf their intuitive knowledg.
in terms cf irfcrmation processing requiremernts. We
need to develcp (1) symbolic systews of intermal
representation, and (Z) processing strategies to
manipulate these syrbclic structures. These two
requirenients are universal to all A.T. efforts, and
the difficulties involved are not significartly
awplified wher the knowledge to be enceded s
krowledge of humen erotionality.

Wher we apply knowledge of emotions to an
information processing task, we carn evalvate our
expertise cn enoticne by evaluating the oversll
effectiveness of the larger information preocessing

system. What experience has A.T. bad  with
affective krnowledge structures? Our experience is
admitedly limited, but it ie not tetally
non-existent. To date, three distinct task

orientations have touched on affective maripulations
of one sort or znother.

1) belief systen meintairarce
2) conversaticnal simulaticns
3) parrative text processing

Yale University

An ambitious implementation of belief system
mzintainance was attempted by Kenneth Colby in the
early 60°s [Colby 1967; 1973]. While Colby is best
known for PARRY, the paranoid conversationalist
[Colby 1975], his earlier work was aimed at a more
general simulation of neurotic thought processes
[Colby 1963; 1965]. Colby was specifically
interested in simulations of Freudian defense
mechanisms when they surface in clinical dialogues
between psychiatrists and patients. His work
involved affective manipulations, but only in a very
superficial sense. Colby utilized "“emotion
monitors" which were numerical parameters with names
like "excitation," "self-esteem," "danger,"
"well-being," and ‘"pleasure." While Colby’s
simulations were never intended to implement a
complete system of affective representation, he
nevertheless found it necessary to maintain and
manipulate these numeric parameters. For example,
the '"excitation" monitor reflected the overall
anxiety of the system - a factor that any
psychotherapist would want to take irto account.
Whether or rnot someone’s anxiety level can be
adequately represented on a scale of 1 to 10 1is
another question.

It is irevitable that belief system
ranipulations manifest themselves most naturally in
interactive conversation. Colby was forced 1into
conversational task orientaticns when he began his
work on belief systems, and this eventually drew hin
tocward  PARRY. PARRY also utilized  pumeric
parameters for "anger," '"fear,'" and "mistrust," - a
somewhat more narrow set than was needed for
generally neurotic simulations. While PARRY is the
only conversstional system that I know cf which has
implemented an affective compoment, it is clear that
any conversational system would require affective
manipulations if it was designed to  simulate
emotional responses [Schark and Lehnert 1976].

Althouvgh Colby was primarily interested it
thought processes, his sinulations became thoroughly
mired ir language processing difficulties. Colby’s
sertence processing techniques relied on lexical
rattern matching rovtines, and his internal memory
representations were lexically-oriented as well.
Thece devicee were ineffective substitutes for
ratural language processing strategies, and Colby’s
models were significantly bampered by inadequate
representational techniques [Boden 1977]. Similar
irpediments were encountered by other researchers
who tackled belief systems early on [see e.g.
Abeleon 1973], so it comes as no surprise to sce
that the most recent work on belief systems is
thoroughly grounded in theories of natural language
processing and irternal memory representation.
[Carbonell 1978}. Whatever one’s ultimate research
goal (modele of belief systems, memory organization,
etc.) 2ll dialcg siwulations are primarily npatural
language processing systems, and any attempt to
circupvent this fact is destined to fail. In fact,
wher the research goal is a model c¢f human emotion,

This work wes supported ir part by the Advanced
Research Projects Agency under contract
FC0014-75-C-1111 and ir part by the National Science
Fcundation under contract IST79]8463.



it is far better to embrace the challanges of
natural language processing with open arms: a
natural language processing project provides the
only naturalistic and realistic laboratory for
theories of affective memory representation,

For example, narrative texts provide a rich
proving ground for theories of affect - one need
only look at stories that involve emotional
reactions and emotional behavior. Yet affective
knowledge representation has not been systematically
tackled within natural language processing programs
until very recently. The remainder of this paper
will outline some of my own experiences in trying to
implement affective knowledge structures in a
narrative text processing system, BORIS.

The BORIS system currently utilizes a limited
system of affective representation and
affect-related inference mechanismsa In addition to
these representational techniques for affects per
se, the recently proposed TAU knowledge structure
(Thematic Affect Unit) contributes to BORIS"s
affective inference capabilities as well [Dyer
1981]. Since descriptions of BORIS s processing
techniques can be found elsewhere [Dyer and Lehnert
1980, Lehnert, Dyer, Johnson, Yang and Harley 198l],
we will not go into a description of BORIS here - we
will instead take this opportunity to explain how a
computational model of affect might contribute to
other models of affect that are not computational in
nature.

To begin with, a computational model wmust
address a specific set of problems to be solved. 1In
language processing, affective manipulations are
needed for four general inference situations:

(1) Given an event description, infer an affective
antecedent:

"John took a valium." ( => John is upset)

(2) Given an event description, infer an affective
consequent :

"John got a big raise." ( => John is happy)

(3) Given an affective state,
infer its likely antecedent:

"After tbe hurricare, John was depressed."
(John suffered a loss => John is depressed)

(4) Given an affective state,
infer its likely consequence:

John was so happy about his royalty check,
he made reservations at Reno Sweeny s.
( «.. => John intends to celebrate)

In many cases, we must combine two or wmore of the
above inference types to make sense of an implicit
causality:

"After the hurricane, John saw a shrink."

To see how this process-orientation differs from a
purely psychological epproach to the problem, we
will look at some inferepces problems in a narrative
text, and see how far a non-process-oriented model
can go in helping a system like BORIS. When we
first began to look at affect in BORIS, we were
greatly inspired by Ira Roseman”s model for
representing affective states [Roseman 1979]. There

are of course other approaches to affect [deRiveria
1977, lzard 1977), but we will not attempt to survey
all the relevant proposals here. Beaders who are
femiliar with alternative systems can judge for
themselves whether similar troublespots would arise
in trying to implement another system.

2. Conceptual Decomposition for Affective States

In the Roseman system, emotional states are
represented by decomposition into five dimensions.
Four of the dimensions assume positive and negative

fields, while the fifth assumes a three-valued
spectrum:

Five Dimensions of Affect

1) Motivational Status (desirability) [+,-]
2) Situational Status (attainment) [+,-]
3) Probability Status (certainty) [+,-]
4) Legitimacy Status  (deservedness) [+,-]
5) Agency Status [self, other, circumstantiall

When an event is mapped into its appropriate place
on each of the five spectrums, we can predict
emotional reactions to the event. For example, (a)
wanting a ticket to a sold—out Grateful Dead Concert
describes a mental state with a positive motivation
(wanting it) and a negative situation (not having
it); (b) winning a ticket to a Grateful Dead
Concert is an event with a positive motivation
(wanting it) and a positive situation (baving it);
(c) losing the ticket has negative motivation (not
wanting to lose it) and positive situation (having
lost it); and (d) finding it again involves 2
negative motivation (not wanting it lost) with &
negative situation (not having it lost). If all of
this happens circumstantially, we expect to see (a)
sorrow, (b) joy, (c) distress, and (d) relief.
Using all five dimensions, Roseman”s systen
differentiates 13 primary emotions. These are
listed belcw with a vector encoding of the five
dimensions as listed above. For example,
(+ + + - 8) corresponds to a positive motivation,
positive situation, positive probability, negative
legitimacy, and self-agency. Amn "*" indicates that
the corresponding dimension can assume any value.

PRIMARY EMOTIONS

MSPLA MSPLA

(+ + + * C) JOY (+ + * * 0) LIKING

(+ + - * C) HOPE (- - * * 0) LIKING

(- - - * C) HOPE (+ - * - 0) DISLIKING
(- - + * C) RELIEF (- + * - 0) DISLIKING
(- + + - C) DISTRESS (- + * + C) ANGER

(- + * + C) FRUSTRATION (+ * + 0) ANGER

(+# - * 4+ C) FRUSTRATION (+ - - - C) FEAK

(+ - 4+ - C) SORROW s (- 4 - C) FEAK

(+ + * + S) PRIDE (+ - * + S) REGRET

(- - * 4+ S) PRIDE (- + * + S) REGRET

(¥ * * - §) GUILT

Many lexical descriptions of emotionality are used
to reference more than one conceptual configuration.
For example, John could ‘"regret" flunking a test
(- + + + 8S). Alternmatively, if John got a high B on
the test, he might 'regret" not getting an A
(+ -+ 4 8). These are two distinct senses of
regret: we can regret what happened, and we can
regret what didn"t happen. People who dwell on
(- + + 4 8) configurations kick themselves for past
mistakes while people who dwell on situations
involving (+ - 4+ + S) are melancholy dreamers. We
can describe either personality in terms of past

79



regrets, but important conceptual distinctions are

lurking beneath these words.

Lexical ambiguities at the conceptual level
make it difficult to describe Roseman®s 13 primary
emotions to everyone s satisfaction. For example,
one could argue that "liking" is not an emotion at
all but an attitude. The appropriate emotion for
(++*%*0) and (- - **0) is really one of
gratitude. Or perhaps "distress” should be called
"discomfort." It is instructive to engage in this
sort of criticism as an intuitive exercise, but a
better way to test Roseman’s system is with a
computer implementation.

3. Implementing Affect

When we tried to implement Roseman’s system in
BORIS, we ran into some interesting difficulties.
To get a sense of these, we will look at a sample
text that BORIS processes, highlighting some problem
areas encountered.

v % 7% 3 % v 9 3k vk 3 vk 9k vk e e vk e Fk ok vk e v ke dk ok ok ok ke ok ke ke ek ke ke ek Rk ke ke ke ek ok ok
A BORIS Narrative

Richard hadn“t heard from his old roommate Paul
for years. Paul had loaned Richard money which was
never paid back, but now he had no idea where to
find his old friend. When a letter finally arrived
from San Francisco, Richard was anxious to find out
how Paul was.

Unfortunately, the news was not good. Paul’s
wife Sarah wanted a divorce. She also wanted the
car, the house, the children, and alimony. Paul
wanted the divorce, but he didn“t want to see Sarah
take everything he had. His salary from the state
school system was very small. Not knowing who to
turn to, he was hoping for a favor from the only
lawyer he knew. Paul gave his home phone number in
case Richard felt he could help.

Richard eagerly picked up the phone and dialed.
After a brief conversation, Paul agreed to have
lunch with him the next day. He sounded extremely
relieved and grateful.

The next day, as Richard was driving to the
restaurant, he barely avoided hitting an old man on
the street. He felt extremely wupset by the
incident, and bhad three drinks at the restaurant.
When Paul arrived, Richard was fairly drunk. After
the food came, Richard spilled a cup of coffee on
Paul. Paul seemed very annoyed by this so Richard
offered to drive him home for a change of clothes.

When Paul walked into the bedroom and found
Sarah with another man, he npearly had a heart
attack. Then he realized what a blessing it was.
With Richard there as a witness, Sarah”s divorce
case was shot. Richard congratulated Paul and
suggested that they celebrate at dinner. Paul was
eager to comply.

dedekodke ok hokkkkkkkkhkkkkkkkdkkkkkkkkkkkkdkdkdkkkkkkdkkkkkkhkk

There are a number of important affect-related
inferences in this story. For example, we should
infer that Richard felt bad about spilling his
coffee on Paul, and his offer to drive Paul home was
motivated (at least in part) by a desire to
alleviate guilt. In the next sentence, when Paul
finds Sarah, we should not assume that Paul suffered
a cardiac arrest; he is just very surprised. We
must also understand why it made sense for Richard
to congratulate Paul and suggest a celebration.
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What did Paul have to celebrate? Adulterous mates
are not normally greeted with such enthusiasm, so
the celebration must be causally connected to
something else that Paul should feel good about.
Notice that if Richard had expressed his heartfelt
condolences to Paul instead of congratulating him,
this would also make sense. Paul”s affective state
is  complex and must be fully understood to
accommodate these various possibilities.

To make affective inferences, BORIS needed to
interpret events and states from the story in terms
of Roseman’s five affect dimensions. "Motivation"
and "situation" were relatively easy to recognize by
relying primarily on goal states. But the three
remaining dimensions proved to be trickier than
expected. We will 1look at some difficulties in
"agency" recognition, although similar illustrations
could have been chosen from ‘"certainty" and
"legitimacy" as well.

Initially, we thought that the agent for an
event would simply be the physical actor of the
event [Schank 1975]. We quickly discovered
otherwise. For example, in a question answering
task, experimental subjects indicated that Richard
was happy to receive the letter from Paul. He
wasn’t grateful, and he didn“t like Paul any more
than before; he was simply happy. In order to
infer that Richard was happy to get Paul’s letter,
we have to ascribe a circumstantial agent when
Richard gets the letter. If the letter’s arrival
was encoded with other-agency, then Richard would
either like Paul or feel grateful to Paul for
getting the letter. Simple joy can only come from
circumstantial agency. But the letter”s arrival is
encoded as an MTRANS event with actor = Paul (Paul
sent the letter). If agency is not a function of an
event”s actor, what is it? BORIS was (and still is)
stymied by the agency problem.

It seems that agency is a function of actors
but more specifically, intentional actors. Notice
how the affective inference changes if Richard
believes that Paul sent the letter just because Paul
wanted to make Richard happy. Now it is much more
reasonable for Richard to like Paul or feel grateful
to Paul for sending the letter. If X knowingly does
Z to make Y happy, and Z succeeds in making Y happy,
then Y will like X for doing it. If Paul does
something intending to make Richard happy, then
Richard experiences the event with other-agency.
But if Paul does something which only makes Richard
happy incidentally, then Richard experiences the
event with circumstantial-agency. Knowledge of an
actor’s ultimate intentions is needed to establish
affective agency for inference purposes.

In addition to intentionality, affective agency
can be influenced by an actor” s degree of social
responsibility. For example, it makes sense that
Paul got annoyed when Richard spilled coffee on him.
But what is annoyance? Annoyance can be a variant
of anger or dislike (Paul was annoyed with Richard),
both of which require other-agency. Richard didn’t
intend to spill the coffee, but he was nevertheless
responsible for the event (albeit innocently), and
this responsibility gives us other-agency.
Annoyance is even more ambiguous in the sense that
it may also describe frustration, which involves
circumstantial-agency: it is rottemn luck to have
someone spill coffee on you. If Paul is upset, but
not upset with Richard specifically, then his
annoyance is one of pure frustration.



8ince "annoyed" is ambiguous, and this
particular example could go either way, it is useful
to look for 1limiting cases which force one
interpretation over another. For example, it seems
reasonable that Paul might be more annoyed with
Richard for the accident since Richard was drumk.
I1f Richard were sober, he would somehow be less at
fault. Suppose a frail little old lady is carrying
a cup of coffee, and as she passes by Paul she
collapses from a heart attack. Do we expect Paul to
be angry at the old lady for spilling coffee on him?
Not likely. Now suppose a boisterous drunk lurches
past Paul and drops a drink on him. Do we expect
Paul to be angry at the drunk? Sure. Neither event
was intended, but a drunk is more responsible for
his actions than a heart attack victim. People
choose to get drunk, but they don”"t choose to have

heart attacks. The element of free will operating
in a8 drunk renders him more responsible for his
accidents: a drunk chooses to be accident-prone.

Since BORIS has no heuristics for assessing relative
degrees of responsibility, BORIS defaults to
circumstantial agency and therefore interprets
Paul“s annoyance as one of pure frustration. This
is not altogether right, but a more correct
interpretation requires an assessment mechanism for
social responsibility.

involves events
When Paul catches

One final problem with agency
that cause complex affect states.
Sarah in their bedroom with another man, he
witnesses and reacts to an event involving two
actors. The event is assumed to be intentional (we
are given no reason to interpret the bedroom
activities as a rape) and at least one of the lovers
must be responsible for it. So it seems that we
have a clear-cut candidate for other-agency. Since
this event will save Paul from a nasty court battle
and divorce settlement, it is desirable from Paul”s
perspective. Sarah”s  activity can therefore
interpreted by Paul as a desirable, positively
attained, certain, and illegitimate (she’s violating
their marital contract) event of other-agency
(+ + +-0). But this configuration brings us to
the improbable prediction that Paul will like Sarah
and her lover, or feel grateful to them for engaging
in their illicit activity.

The difficulty with this example is the
complexity of Paul”s emotional state. He may be
happy about the settlement implications, but he 1is
probably very unhappy about his territorial rights.
Fven if he doesn’t feel possessive about Sarah (Paul
did say that he also wanted a divorce), he has a
right to feel put out by a stranger in his bedroom,
to say nothing of his bed. His privacy is surely
being violated on at least one level, and we are
assured of his negative reaction when we are told
that he "almost had a heart attack." So Paul’s
reaction is mixed: it has a strong negative
component (- + + - 0) and a more far-sighted
positive component (+ + + - 0) as well. This
explains why it would make sense for Richard to
either express sympathy or offer congratulations.
It seems most appropriate to first offer condolences
and then congratuations, but either one can be
understood as a reasonable reaction on Richard”s
part.

Special heuristics must be invoked for complex
emotional states, and higher 1level knowledge
structures will be needed to handle inferences in
these cases. For example, the representational
system of plot units (which grew out of our
experience with BORIS s affect analysis), includes a
special structure called "hidden blessing" to handle

reaction to Sarah [Lehnert
1980, 198la, 198ib). The hidden blessing plot unit
encodes any event that causes an initial negative
reaction which later yields to a dominately positive
emotion. A similar "mixed blessing" plot unit
handles cases where the initial reaction is
positive, but a negative emotion follows.

situations like Paul’s

In general, a plot unit is a configuration of
three affect states: (1) "M" mental states with
neutral affect, (2) "+" events that cause positive
affects, and (3) "-" events that cause negative
affects. Each affect state is interpreted with
respect to a specific character, although plot units
may contain multiple affect states that involve more
than one character. For example, the retaliation
unit involves two characters and five affect states:

x Y
?
maT

This configuration tells us that X did something (?)
which caused a negative reaction in Y (-). This
negative event motivated a mental state (M) in Y,
which was subsequently actualized by a positive
event (+) for Y, and a negative event (-) for X. In
other words, X did something that distressed Y, so Y
retaliated by doing something to distress X. The
vertical and diagonal links in this diagram describe
various causal relationships between affects states
within characters and across characters.

Affect state maps are constructed for each
character in a story, as a way of tracking that
character”s emotional ups (+"8) and downs (-"8), and
specific plot units are recognized when the linkages
across affect states indicate that a given plot unit
configuration has been encountered. If X were to
get back at Y for Y's retaliation, we would have two
instances of the retaliation plot unit sharing two
common affect states:

3 4

?
\ _ ) .
M) &
+ (shared)

(shared ) -

$
&%

+ X

_/
S~

A plot unit graph for a story can be generated by
creating a graph node for each instantiated plot
unit, and placing arcs between all pairs of plot
units that share at least one common affect state.
The above affect state map yields a graph of two
nodes connected by an arc, while the BORIS divorce
story involves 24 plot units in a connected graph
structure.

It appears that the connectivity features in a

plot unit graph provide a strong basis for
summarization algorithms. When a story”s plot unit
graph contains a pivotal node (a node with maximal

connectivity), we can expect a short summary of the

story to be based on the conceptual content of that
pivotal node. For example in the BORIS divorce
story, the hidden blessing unit is pivotal, and we

saying ''Paul saved
settlement when he

can summarize the
himself from a

story by
nasty divorce
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accidentally found his wife in bed with another
man." The hidden blessing unit encodes Paul’s
discovery as an event of mixed affect states, and a
synopsis of any hidden blessing has to explain what
was ultimately good about an initially negative
event.

We have been experimenting with plot wunits
primarily as a basis for narrative text
summarization, [Lehnert 1980, 198la, 1981b;
Lehnert, Black, and Reiser 198l; Reiser, Lehnert,
and Black 1981], but their use as a predictive
knowledge structure for affective inference remains
to be explored. Initial efforts in this direction
led to the development of a slightly higher level of
memory representation (Thematic Affect Units) that
relates to adages and fables [Dyer 1981].

4, Conclusions

Our experience with Roseman’s affect analysis
and BORIS suggests that affective inferences are
dependent on a substantial range of other inference
mechanisms. It is not possible to study problems of
affect without addressing seemingly unrelated
problem areas. The current state of the art in
language processing allows us to tackle recognition
techniques involving  scripts, goals, plans,
interpersonal themes, plot wunits, and thematic
affect units, all of which can contribute to affect
recognition techniques. But affect analysis can
also lead us into largely uncharted regions of
intentionality and social responsibility, just to
name two areas we ve discussed.

We have not attempted to compile a list of all
the related knowledge needed to handle affect,
because this list is likely to be a comprehensive
list of all knowledge structures used for language
processing. Interestingly enough, there will
probably be no knowledge structures devoted
exclusively to affect. One could argue that the
presence of a Roseman-like vector (+ - + + S) within
computational memory constitutes an affect—specific
knowledge structure. But this structure is just a
processing artifact: we do not expect to find these
vectors in long or short-term memory
representations. If we needed to explicitly encode
"John was angry," we might be reduced to vector
notation, but as soon as this sentence 1is embedded
in a context which tells us what happened to John
and why he feels angry, his anger will likewise be
embedded 1in some larger structure. TAU s fill this
role already, and plot units (originally called
"affect units") also operate along these lines. For
example, vindictive or vengeful feelings can be
readily derived from the retaliation plot umit.

In conclusion, I would say that it is
altogether too early to pass judgement on any
specific representational techniques for affects.
Roseman has supplied the computational environment
with a valuable framework in which to work (or
perhaps play) and other psychological theories may
also prove to be valuable, although I know of no
others that have been (even partially) implemented.
This particular area is a difficult omne for A.T.
implementations because it draws on so many other
complex problem areas in memory and cognition.

It was nevertheless valuable to attempt an
implementation of Roseman’s model, if only for the
sake of the spin-offs that emerged. By confronting
problems of affect representation and affect-related
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inferences, we were led to the design of two new
knowledge structures for narrative text analysis.
Plot units and thematic affect wunits were natural
devices for solving affect-oriented processing
problems. The importance of affective knowledge
structures for memory representation deserves
further exploration in both the psychological and
A.T. research paradigms. Recent research in both
areas has uncovered some provocative results
concerning emotion and memory which pave the way for
further investigations. From the A.I. end of the
world, we are seeing how the use of plot units for
narrative text summarization suggests that emotional
states of characters in a story play a far more
central role in high-level memory representation
than was previously suspected [Lehnert 198la]. At
the same time, psychologists are demonstrating how
the moods and attitudes of experimental subjects can
dramatically alter their patterns of memory
retrieval [Bower 1981].

So affects appear to play many different roles
in human cognition. In particular, we have seen how
knowledge of emotional reactions can be crucial to
various information processing tasks, including
narrative text comprehension. Still a great deal of
work remains to be done if we are going to fully
understand the roles of emotional knowledge and
experience in human information processing. We must
turn to psychology labs and LISP programs for the
answers to our questions, putting aside the more
philosophical speculations about machines and
emotions. It will be much easier to resolve our
speculative debates in the face of some so0lid
research, and the quality of our interdisciplinary

dialogs will be greatly enhanced by empirical
contributions from psychology and artificial
intelligence.
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SITUATION BASED EMOTION FRAMES AND
THE CULTURAL CONSTRUCTION OF EMOTIONS

Catherine Lutz

1. Introduction: Anthropological Approaches

The question for this panel concerns the
relevance of models of emotion for general
theories of internal representation and
processing. The particular question which I
will address is that of the contributions
which an anthropological or comparative
approach can make to an understanding of
emotional representations and emotional
'tasks'. In particular, I would like to
suggest that we begin by looking at the way
people themselves frame emotional experience
and interactions. Much of this framing
structure, moreover, is culturally provided
and culturally variable. It can be seen in
emotion word meanings, in the logic of
emotional response, and in explicit
ethnotheories of emotion.

Anthropologists have begun to document a
diversity of theories of mind and self (e.g.,
Geertz, 1976; Leenhardt, 1979 (1947); Rosaldo,
1980; Strauss, 1977; White, 1981). Cultural
knowledge systems, or 'ethnotheories,' explain
why, when, and how emotion occurs, and they
are embedded in more general cultural theories
about the person, internal processes, and
social action. The examination of these
culturally constituted systems of knowledge
can play two important roles in achieving the
goals of cognitive science. In the first, we
encounter ourselves in the other by seeing
our own knowledge structures contrastingly
highlighted. This is consonant with cognitive
science's often stated aim of converting tacit
understandings into explicit ones. Beliefs
about the self are among the most tacit in any
culture, as it is with them that intrapsychic
and social reality are framed and felt. As
Abelson (1979) has pointed out, one person's
knowledge may appear to another as belief.

Our 'knowledge' about emotion may turn out to
be largely belief on cross-cultural
inspection and comparison.

This is related to the second role for
cross-cultural comparison in cognitive science
which is that we may learn from, as well as
about, the theories of other systems. For
example, the emotion words of other cultural
groups may have different referents or slice
up the affective pie in different ways than
do English emotion terms. If one of the aims
of cognitive science is to develop an
abstract, logical, and unambiguous language
for a scientific psychology, the
ethnosemantics of emotion will be an
important topic of inquiry. A true science
of affect needs a language which is
transcultural.

Our most basic Western ideas about what
constitutes humanness -- ideas which are
dramatically evident in debates over whether
computers can "feel emotion" -- form
an implicit frame for our inquiries. The
nature of this frame explains why emotion has
been neglected, not only in cognitive science,
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but in social science generally. The
traditional and still current concern has
been with emotion as physical sensation.
Internal feelings are presumed to be the
primary referents of emotion words, and they
are therefore seen as difficult to talk
about -- emotions are, in this cultural
framework, internal, private, pre-verbal
states. Affect is not accidently omitted
from the classic social scienc? problem
termed 'language and thought'. Although it
has more recently been acknowledged that one
may think about how one feels and feel about
how one thinks, the dichotomy of cognition
and affect remains fundamental even in
attempts to 'bridge' the gap between them.

We have value stances, moreover, towards
the concepts and relations of our theories,
and we are ambivalent about emotion. On the
one hand, cognition is seen as 'higher' in
evolutionary and other senses than emotion.
Lakoff and Johnson (1980) present some
striking evidence in English metaphors that
emotion is so viewed. Metaphors which they
term 'orientational' indicate that 'good’',
'high status', ‘'control', and 'rational' are
'‘up', while 'bad', 'low status', 'being
controlled', and 'emotional' are 'down'
(1980: 14-17). The mature person ideally
controls affect with thought. ‘'Intelligence',
as that term is commonly defined in American
English, refers to cognitive abilities, with
‘emotional ability' being somewhat of a
contradiction in terms.

Emotion is instinctual, inchoate,
formless, but at the same time it may
also be positively valued. 1In scientific
psychological terms, emotion is motivational
and causes behavior. It is the life force,
a sacred center. To claim emotion for
computers, then, is sacrilege. For the above
reasons, attempts at the 'cold' examination
of a 'hot' topic (Abelson, 1963) appear to us,
as Americans, both quixotic and profane.

I would propose that we proceed on the
assumption that the terms ‘'cognition' and
taffect' represent, not dual and separate
processes (Zajonc, 1980), but ideal types
placed at the ends of a true continuum of
more or less immediate and more or less
motivated processing of events or situations.
While emotion is the human potential
for extremely high speed and action-oriented
processing, emotions are culturally
constructed concepts which point to clusters
of situations typically calling for some kind
of action. Many of these situation clusters
will be universal while some will be
environmentally specific. In the simplest
example, one language group may code sudden
events and dangerous events under the same
rubric while another community might
distinguish them. Those situations which
will be universally framed together via
emotion words will be those for which
responses -- such as movement towards others
or flight -- are shared and necessitated by
the requisites of human social life. As
D'Andrade has pointed out, a person who
simply 'thought' coolly about acquiring food
would have little chance of survival if that
thought were easily extinguished and did not
motivate remembering and action (1930: 16).



Such an affectless person could note that

someone was in the process of stealing her
car but, in the absence of anger, could be
easily called off to play bingo.

Why do human communities need emotion
words? It is not simply to name internal
states. Emotion words are important primarily
as communicators of one's perception of the
occurrence of a particularly salient situation
frame. The use of emotion words can often
involve "backwards inferencing” on the part
of listeners about the events which led up
to the speaker's statement (White, 1979). 1In
using emotion words, people also communicate
the behavior which is likely to follow on
their part. As one of the most crucial
functions of social groups lies in their
organization and regulation of individual
behavior, emotion words are necessary for the
most efficient and judicious coordination of
plans, understanding, and behavior. By
clustering situations which share action
plans and other dimensions of meaning,
emotion words facilitate such coordination
both on the intra- and the inter-psychic

levels.

2. Emotion Frames

The framing of emotion occurs at many
levels. What has been and is here meant by
a 'frame'? Interest in the framing of
knowledge and social interaction has been
widespread in social science. Attempts have
been made to find person-centered, rather
than investigator-originated, breaks in the
stream of mental and social reality with a
view to understanding how the psychologically
and culturally constructed framed units
organize human experience. These units have
been a variety of cognitive ones (Minsky,
1975; Rumelhart and Ortony, 1976); they have
been linguistic units which frame one or more
concept, logical relation, or cultural
proposition (Black and Metzger, 1965; Rosch,
1977); they have been situational units whose
definition is a function of the transformation
of "physical space and chronological time...
into social space and social time" (McHugh,
1963: 3; see also Hall, 1977: 129-140); they
may be contexts of interaction, the bracketing
of which transforms an event into one with
fundamentally different meanings and
epistemological and behavioral entailments
(Bateson, 1972: 177-193; Goffman, 1974); and
on the most global level cultural groups are
themselves framed by shared knowledge systems,
customs, and world view -- an event which is
framed in an East African culture may have
very different meaning than that 'same' event
framed in French culture. Cross-cultural
and interpersonal understanding -- emotional
and otherwise -- occurs only to the extent
that there is a shared and agreed upon or
a constructed frame for interaction.

There appears to be a growing recognition
in psychology that the more inclusive frames
are just that, rather than simply variables,
and that the more micro-level frames are
embedded in them. This is seen in the
increasing concern with what is termed 'world
knowledge'. It is also seen in the recent
interest in metacognition (A. Brown, 1973;
Flavell, 1976, 1978). Metacognition, or

thinking about thought processes, is the
ability to introspect about, monitor, and
control those processes (Brown and Barclay
1976: 72). More basically, the term
metacognition has been used to refer also to
the awareness of the existence, nature,
variables, and integration of cognitive
processes (Wellman, n.d.). The importance of
examining the phenomenon of metacognition lies
in its potential role in the molding of more
micro-level processes.

There is an important bridge to be built
between these notions about metacognition and
emerging anthropological concerns with
ethnotheories of self and psychological
process. Although work in metacognition
has tended to be based on the assumption that
these abilities and knowledge are culture-
free, the child develops in a cultural milieu
replete with explicit and implicit ideas
about how one internally and socially
operates. The child receives training in

metacognitive skills in the context of that
culture's typical learning settings. The
psychologist's metacognitive skills and the
anthropologist's ethnotheories thus constitute
and constrain each other.

The concept of 'metacognition' should be
seen, however, in the same ideal typical light
in which we are here placing ‘'cognition', with
'metaemotion' coined to describe the more
immediate and action-oriented processing of
our processing. These metaskills can be
conceptualized, like cognition and affect,
as points along a continuum of delay and
immediacy and of passivity and behavioral
implication. To Brown and Barclay's list
of metamemorial skills -- introspection,
monitoring, and control (1976: 72) -- we must
add, however, the evaluation of one's own
cognitive and emotional processing. The
skills of control and evaluation fall towards
the same end of this continuum as does affect.
People have knowledge concerning emotions and
their place in the workings of the self and
relationships, and they evaluate particular
emotions (for example, 'righteous indignation
is good', 'hate is bad', 'regret is good')
and emotion in general. The inseparability
of value and knowledge is seen in the fact
that people in cultures which do not value a
particular type of processing skill (such as
intuition) will, according to the evidence
accumulating in the fields of both
metacognition and cross-cultural psychology,
do less of such processing. Cultural values
and knowledge determine what we term emotional
experience, that is, they structure the way
in which we frame events as salient, frame
expressive communications from others as
meaningful, and frame our own emotions
linguistically and behaviorally.

3. 1Ifaluk Theories of Emotion and Situation
Frames.

The Ifaluk are a Micronesian people
whose adaptation to their coral islet
environment has been notably successful
and resistent to colonial influences.
one-half square mile atoll is densely
populated, supporting 430 people on a diet
extracted through fishing, horticulture, and
gathering. Their society is organized

Their
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through the ranking of individuals based on
their clan and lineage affiliations, gender,
and age. Several chiefs head the matrilineal
clans, and organize island-wide activities.
The absence of physical aggression on Ifaluk
marks it as one of the world's least violent
societies. Ghosts of ancestral and other
varieties are ubiquitous and dangerous,
although they may also bring protection from
typhoons and disease.

The Ifaluk have a rich body of knowledge
about the nature of the person and emotion
(Lutz, 1930, 19381). Although they do not
distinguish emotion from thought, and do not
have a monolexeme for either, they do label
two closely related but nonetheless distinct
types of internal processes, one more willful
(tip-) than the other (nunuwan), more a
product of individual desire than of social
conformity or social intelligence. The
Ifaluk words which we would call emotion words
can be used to modify either of these two
process terms.

The Ifaluk evaluation of emotion, that
is, their metaemotional attitude, is a very
positive one. Emotion is viewed as
inextricably part of thought, and the correct
understanding and behavioral enactments of
emotions, both pleasant and unpleasant, are
seen as signs of maturity. The mentally ill
on Ifaluk are marked, in the indigenous view,
by deficiencies in the ability to display
both emotional and more technological
understandings. Their view here interestingly
converges with those of researchers recently
working on the emotional-cognitive development
of Down's syndrome infants (Cicchetti and
Sroufe, 1976; Emde, Katz and Thorpe, 1973).

Emotion is a 'covert' category (C.
1974) for the Ifaluk. A domain of words
exists which informants separate from others
in sorting tasks. This domain includes words
whose primary referents are organism-
environment interactions., Ifaluk emotion
words are defined by the situations in
which people experience them. English emotion
words, by contrast, foreground the organism
response, with physiological signs (Davitz,
1969) taken as 'symptoms' of an internal
event, rather than an external one. The two
ethnotheoretical systems overlap to an
important degree, however. While the Ifaluk
have a less elaborate model of physiological
correlates of events, some English emotion
definitions point to the existence of a
secondary situational model.

Brown,

Joel Davitz, in his book The Language of
Emotion, presents data on the meanings of
emotion words for 50 American informants in
a dictionary-like format. Data collection
began in an open-ended manner, with people
being asked to describe their experiences of
each of 50 different emotions. A checklist
was developed out of a large and representa-
tive sample of descriptive phrases. This
checklist was presented to another 50
individuals to get comparable and quantifiable
descriptors for the 50 emotions. The
overwhelming emphasis on physiological state
is evidenced, for example, in the definition
of 'anger'. The following descriptions are
listed in order of frequency (numbers in
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parentheses are percentages of the sample who
checked each item).

my blood pressure goes up...(72);
I'm easily irritated...(64); I seem
to be caught up and overwhelmed

by the feeling (64); my face and
mouth are tight, tense, hard (60);
there is an excitement, a sense of
being keyed up, overstimulated,
supercharged (58); my pulse quickens
(56); my body seems to speed up (54);
there is a quickening of heartbeat
(52); my fists are clenched (52)
(Davitz, 1969: 35).

Contrast the meaning of 'anger' with the
following definitions of the Ifaluk emotion
word, song, which may be translated as
'justified anger'. "We are song from some
gossip we hear [about ourselves which is not
truel, if someone talks a lot at us, [or] if
the pig comes and eats food I just made."

"If someone doesn't give me something I
[legitimately] ask for, I'm song."

The evidence for the centrality of
situation as a frame for Ifaluk emotional
experience and understanding is found in
several kinds of data. As just mentioned,
folk definitions of emotion words are
predominantly given in a form similar to the
following, 'Emotion X is when someone steals
my bananas', or 'If your child dies, then
emotion Y'. Secondly, daily conversations
abound in which emotion is explicitly
discussed. Emotions of the self and others
are spoken of in terms of their environmental
or situational causes and correlates.
Physical symptoms are not a salient topic of
conversation. A third source of data is
sorting tasks in which people were asked to
pile-sort cards with Ifaluk emotion words on
them. Post-test questioning of people about
the rationale for their sorting decisions
produces answers which most commonly cite a
common eliciting situation or situation type,
or alternately a sequence of situations
(Lutz, 1982). Examples include, "These
[emotion] words all go together because they
all occur when we are interrupted in our
work", and "They all involve something
happening that we want [to happen]."

The Ifaluk logic of emotion is based on
propositions about the parameters and meaning
of commonly occurring situations. Why, then,
and on what criteria do the Ifaluk frame
something as a situation and frame diverse
situations within the confines of a single
emotion word? Let us return to the example
of the word song, which has been translated
as 'justified anger'. The prototypical
situation which causes song is one in which
another person has violated a cultural rule
or value. Included are both situations where
ego or a relative of ego suffers as a result
and situations where it is simply cultural
principle which is at issue, with no one
directly disadvantaged as a result.
Specifically, some of the commonly associated
situations include hearing false gossip about
oneself, encountering someone whose
personality does not conform with the
cultural values of generosity, calmness,
even-temper, and respectfulness, being



excluded from the emotional and material
support expected from kinspersons and others,
and hearing of the violation of a taboo such
as that against walking upright in front of
the men's house.

'‘Anger' can also be defined by its
situational correlates. Americans will
define a frustrating situation as one in
which anger typically occurs. 'Anger',
according to Carroll Izard, arises in
situations where one is

either physically or psychologically
restrained from doing what one
intensely desires to do. The
restraint may be in terms of
physical barriers, rules and
regulations, or one's own
incapability (Izard, 1977: 329-330).
Brown and Herrnstein define 'anger' as
the "illegitimate disappointment of legitimate
expectations" (1975: 274). Although their
definition is more restrictive than that of
Izard, they are not contradictory. As Brown
and Herrnstein point out, legitimacy is
"neither universally acknowledged nor
unchanging" (1975: 279). America is a
poly-cultural and complex society, and there
is much disagreement over values, rules,
and regulations. This, and the value placed
on individual achievement, make it
unsurprising, therefore, that 'anger' may be
evoked in situations where one's own
individual goals (based on one's personal
sense of the legitimacy of those goals) are
blocked. The restraints and rules which
Izard speaks of as eliciting 'anger' in
Americans are seen as the correct and moral
order on Ifaluk. A separate term, ngush,
describes the state of being required to
conform to a valid cultural rule which is
nonetheless frustrating of other individual
goals such as comfort.

Although the goals of individuals will
be occasionally blocked in every culture, the
definition of the situation in which one is
blocked will vary from culture to culture, as
will the subsequent emotional reaction
(Whiting, 1944). The socialization process
results in the molding of goals. The American
child comes to expect certain kinds of
achievement from her or himself. "Standing on
your own two feet", "Making it", and "Proving
yourself" are cultural aphorisms which reflect
the types of independence and achievement
goals which are acquired. The Ifaluk child,
on the other hand, comes to operate with goals
dictated by the values of sharing and
interpersonal dependence. The behavioral
implications of these values are outlined in
cultural rules which provide for the equal
distribution of everything from food to
children and, conversely, for the equal
distribution of sacrifice and restraint. The
‘crazy' person on Ifaluk is partially defined
as one who spends too much time alone, or
thinks only of her or his own needs.
Important differences in the nature, and
hence the translations, of song and 'anger'
flow from these differences 1in culturally
constituted goals. It is for such reasons
that American 'anger' results from
"incapability" (Izard, 1977) while song

results from the failure of the other to
conform to group goals.

In attempting to compare emotion words
across cultures, it can be seen that neither
can the referent be assumed without
examination of ethnopsychological theories
in which they are embedded nor can the
translation process be anything but primary.
The translation of song as 'anger', or even
as the more accurate 'justified anger',6 tends
to erroneously suggest that the two terms
share common referents and webs of
ethnotheoretical meaning. A first step
towards improving the accuracy of translation
of emotion words might be to use situations
rather than feeling tone as the primary
criteria for mapping an emotion word in one
language onto one or more emotion words in
another language (Lutz, 1930).

Three final suggestions are in order about
the general relationship between situation
and emotion. Although the storage of
emotional meaning in situation frames is
particularly explicit in Ifaluk ethnotheory,
the work of Minsky (1975) and others suggests
that the situation might be a universal frame
for many kinds of experience, as it represents
an especially efficient way of storing related
bits of information. The efficiency of this
storage method might be enhanced, moreover,
by certain types of metaemotional evaluations
and controls and by developed metacognitive
approaches to the situational coding of
emotion.

Secondly, the function of emotion words
may importantly consist of their linking of
situations in a culturally meaningful way.
'Anger' links a certain group of situations,
while song links another. Cultural adaptation
calls for varieties of responses to the same
'objective' circumstances. Situations are
correlated by their shared relationship to a
particular cultural value and by the types of
action which follow from them. Emotion words
code these environmental correlations, and
thus provide for understanding of self and
social life.

Finally, the situations which are
correlates and constituters of emotion in
Ifaluk ethnopsychological theory are commonly
occurring ones, such as confronting a task
for which one is ill-prepared, observing a
rule violation, or having one's child fall
ill. These situation based emotion frames
organize behavior through their links to
action plans. Schank and Abelson claim that
frequently encountered events usually require
the development of accompanying scripts.
These scripts are "highly stylized ways of
executing planboxes" (1977: 96), while plans
are the ranges of choices dictated by a
particular goal. Thus we expect that Ifaluk
cultural values, from which many individual
goals originate, would contribute both to the
framing of situations under a common emotion
term, and to the available interactional
script that dictates behavior in the emotion
defined situation. We and the Ifaluk need
emotion words to communicate definitions
of the situation and intended plans of action.
This and other ethnopsychological theories
have much to teach us about the cultural
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blinders which we take with us to the study of
affect. Through the comparative investigation
of emotion frames, including the linguistic,
situational, and ethnotheoretic, we may be
able to identify those frames which emerge
only in particular environmental circumstances
and those which are universally meaningful.

Notes
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1. There are various forms in which the
Whorfian hypothesis on the linguistic
determination of thought may be construed
from the strongest, in which non-verbal
cognitive activity is patterned by language,
to the weakest, in which only the perception
of absent stimuli (i.e., memory) is strongly
influenced (Miller and McNeil cited in Lemon,
1931: 202-203). If we include affect as part
of the same continuum of internal processing
on which thought is found (see below), the
modeling of relationships between language

and other processing will need to take account
of both affect and cognition. We should
expect that, under certain types of conditions
of emotion activation, one or another version
of the Whorfian hypothesis may apply.

2. For views of emotion as intelligence, see
D'Andrade, 1980:15-17; Lutz and LeVine, n.d.;
Meichenbaum, 1980: 274-278.

3. The sociologist Arlie Hochschild's (1979)
notion of 'emotion work' is relevant here as
a conceptualization of the way in which
emotion knowledge structures ('feeling rules'
in her scheme) affect emotional experience
itself. 1In her view, these structures are
provided by ideology and, in particular, by
social 'feeling rules'. These rules govern
not only behavior, but feelings themselves,
and hence are not merely the 'display rules®
of Ekman (1974).
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Disentangling the Affective Lexicon
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When  social psychologists and personality
theorists investigate traits and emotions they
frequently rely on lists of words that denote, or are
thought to denote, traits, or emotions, or feelings.
A classic problem in such work is that there 1is no
unambiguous way of specifying which words refer to
emotions, which refer to traits, and which refer to
other behaviors, and non—-emotional states.
Investigators have generally relied on their
intuitions in these matters, and by and large
agreement has not been very high.

This problem is not so severe in 1lists of
personality-trait words, 1largely because many modern
empirical studies involving trait descriptors choose
their terms from one of several "standardized” lists.
For example, social psychologists frequently draw from
the 1list of 555 words compiled by Anderson (1968).
This 1list was developed by selecting feasible
candidates from the 18,000 words appearing in Allport
and Odbert”s (1936) classic monograph. From the
resulting reduced list of 2200 words, Anderson removed
extreme words (e.g. Eﬁlﬂigli)’ words designating
temporary states (e.g. aghast), words having to do
with physical characteristics (e.g. hairy), strongly
sex-linked words (e.g. illﬁiiﬂﬁ)’ and other words
considered unsuitable as ingredients in impression
formation (e.g. fond). Finally, words found to be
unfamiliar to college students were eliminated.
Al though Anderson”s list was also determined primarily
on the basis of 1intuition, and although 1t does
contain sowe ambiguous words (for example, happy,
while certainly designating a trait, also can
designate an emotion), it nevertheless has sufficient
face validity to have gained wide acceptance.

Those who would study the emotions are less
fortunate. Whether one seeks to map out the cognitive
basis of the emotions, as we do, or whether one {is

investigating the effects of emotions on behavior, or
of behavior on emotions, an indiscriminate use of
language can be dangerously misleading in both theory

construction and in the conduct of research. Many of
the words in lists used in studying emotions either do
not designate the kinds of states they are intended
to, or they are ambiguous between different kinds of
states. The 1indiscriminate wuse of such 1lists in

theoretical and empirical research poses a serious
methodological problem. For example, Russell (1980)
scaled 28 “emotion-denoting adjectives”. He found
"sleepiness” to be an important dimension of such
words. Although he 1lists the words used in his
studies, he provides no justification for their
inclusion and he describes no method for their
selection. He 1included words 1like bored, tired,

that such terms denote emotions at all. If one
includes among one”s stimuli, words that have a high
loading on sleepiness, sleepiness will turn out to be
a factor. Until the inclusion of such words in the
stimulus set can be justified, generalizations about
the structure of the emotions have to be regarded as
suspect.

The specification of necessary and sufficient
criteria for emotions 1is a notoriously difficult if
not an impossible goal. But because the employment of
linguistic stimuli 1is an important avenue into the
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study of the emotions, some alternative method 1is
needed for identifying emotion words. What we propose
in this paper can be viewed as the linguistic
groundwork required for language-based studies of the
emotions and other affect-related terms.

The problem that we are dealing with 1is by n
means unique to this domain. There are many areas
where it is difficult or impossible to be entirely
explicit about the criteria for class membership, but
where psychologists have relied on rating scales and
the intuitions of judges to achieve reliable and valid

clagsifications. The work of Rosch and her colleagues
(e.g. Rosch, 1978; Rosch & Mervis, 1975) on the
categorization of concrete objects 1is an obvious
example.

In the present context, one possibility would be
to present subjects with candidate emotion words and
ask how good good they are as examples of emotions.
This we plan to do. However, as the sole strategy,
this approach has drawbacks related to not knowing
what criteria subjects employ in their judgments, and
consequently it raises troublesome problems about
reliability. Thus, as a first step, we chose to
employ a number of explicit tests that we hope offer
greater reliability and that provide potentially
useful additional information about the structure of
the affective 1lexicon. These tests constitute a set
of heuristics for isolating genuine emotion words (and

other kinds of words) from a list of putative emotion
words. They take the form of a group of sentence
frames into which a candidate word is inserted. The

tests are “passed” or "failed” by a particular word
depending on the extent to which groups of judges
consider the resulting sentences to be meaningful
rather than anomalous.

Finally, it should be emphasized that we think of
these tests as a set of heuristics or "rules of thumb"
rather than as an algorithm. Nevertheless, we think
that they do a tolerable job of disentangling the
affective lexicon--certainly a better job than blind
intuition, or than no criteria at all.

While our primary goal is to isolate the genuine
emotion words from a pool of candidate emotion words,
we also consider it interesting to attempt to classify
the major kinds of words appearing in the pool. The
pool comprises the union of several lists claiming to
be 1lists of emotions and/or of feelings. In
constructing it we drew primarily from lists used in
various psychological treatments of emotion (Bush,
1972; Dahl & Stengel, 1978; Davitz, 1969; Russell,
1980). The final pool consisted of about 500 words,
the largest contribution coming from Dahl and
Stengel”s extensive list. A sizeable number also came
from Bush (1972), who had reduced a prior 1list of
2,186 adjectives from Allport and Odbert (1936). From
these Bush selected the 263 words that raters agreed
were more relevant to emotions ("what a person feels")
than to personality (“"what a personm is 1like") or to
behavior ("what a person does"). Also included was
Davitz”s list of words from Roget”s Thesaurus, and
other smaller lists.

We found as we examined these lists that while we
could not give a satisfactory definition of an
emotion, we could readily eliminate wmany of the
candidates as words that did not refer to emotions.
For example, 1in the 1lists of words designating
emotions and feelings used by Dahl and Stengel (1978)
or Bush (1972), there are numerous "intruders" such as

tired, hungry, breathless, and revived-- words which
seem to designate body states, and words like

baffled, and sure, which seem to represent



non-affective cognitive states. Still other entries
like abandoned, abused, and appreciated represent the
acts or beliefs of others relevant to the self; they
could certainly cause emotions but do not themselves
denote emotions.

The linguistic tests that we propose are attempts
to classify such “"intruders” in a reasonably
systematic way while also separating out emotion
words. The first distinction we make is between words
that designate traits or emotions and words that do
not. Words that do designate traits or emotions are
of three kinds: (a) "pure” trait words, which refer
only to traits (and not to emotions), (e.g. studious,
ambitious, mean), (b) “pure” emotion words, which
refer only to emotions (and not to traits) (e.g.
jubilant, distressed, embarrassed), and (c) polysemous
words that can be used to refer to both emotions and
traits (e.g. cheerful, happy, proud). For brevity we
shall refer to such words as "emotion-trait hybrids"”.
Although less central to our concerns, still of
interest are the three kinds of words already
mentioned that constitute the other half of the pool.
These we call "body-state” words, "cognitive-state”
words, and "other-action” words. The tests that we
discuss in this paper are all designed to deal with
adjectives or participial forms. Rephrasing of the
tests 1s required to handle noun and verb forms.

Words denoting emotions or traits

The first test that we propose is actually a pair
of sentence frames. One, Frame A, deals with
negatively valenced words, and one, Frame B, deals
with positively valenced ones. These frames can be
thought of as linguistic filters. Their 1logic 1is to
contrast candidate words with something explicitly
emotional so that words that do not denote emotions
will produce meaningful (as opposed to anomalous)
sentences. The test separates the entire pool into
two halves: (a) an item that fails the test (i.e.
produces an anomalous sentence) 1is most probably a
word that denotes a trait or an emotion, and, (b) an
item that passes the test (i.e. produces an acceptable
sentence) 1s probably a body-state word, an other-
action word, or a cognitive-state word. Thus, the
test is intended to allow as sensible completions only
words like puzzled and certain (cognitive-state
words), breathless and refreshed (body-state words),
and abandoned and appreciated (other-action words).

Test 1.

Frame A: Although at that moment Mary was XXXXX,
she was emotionally content

Frame B: Although at that moment Mary was XXXXXx,
she was not emotionally content

The word although anticipates a contrast, and in the
contexts of these frames, it is a contrast of valence.

However, the presence of the phrase emotionally
content, constrains the contrast to non-emotional
terms.

Accordingly, emotion words will fail the test,
but body-state words, cognitive—-state words, and
other-action words all pass it. For example, words
like breathless, puzzled, and abandoned pass the test
because they fit the sentence frame for negative words
(Frame A), and words 1like refreshed, certain, and
appreciated pass because they fit the frame for
positive words (Frame B). Traits are prevented from
fitting into the sentence frames by incorporating in
the frames a reference to a particular moment so that

a quality that is enduring will give rise to an
anomalous sentence. Thus, trait words as well as
emotion words fail the test (e.g. honest, wunkind,

jubilant, and distressed).

Since our primary goal 18 to separate trait
descriptors from emotion words, we shall deal first
with that part of the initial pool that fails Test 1.

Recall, first, that terms like proud, sad, and happy
are sometimes used as trait descriptors and sometimes
as emotion words. Thus, the half of the pool

containing traits and emotions actually contains words

of three kinds--the “pure"” emotion words that
unambiguously designate emotions (e.g. embarrassed,
disgusted, jubilant), the “pure” trait words that
unambiguously designate traits (e.g. thrifey,
intelligent, studious, dishonest), and the "emotion-

trait hybrid" words that have two senses, one
referring to an emotion and one to a trait.

The test that we now describe 1is designed to
separate pure trait terms and emotion-trait hybrids
from pure emotion terms. Because the context provided
by the sentence frame resists temporary states in
favor of perservering qualities, it allows as sensible
completions only traits and hybrid words with a trait
as one meaning.

Test 2: John was well-known as a(n) xxxxx person

The result of applying this test 1is to separate
examples like the following:
(PASS) (FAIL)

pure traits and hybrids pure emotions

anxious disgusted
happy distressed
proud embarrassed
materialistic jubilant
superstitious love-sick

In order to separate the hybrids from the pure
traits, another test, Test 3, is needed. This test
may be applied to the same set of words as Test 2.
The hybrids can then be 1isolated by taking the
intersection of words passing Test 2 and of those

passing Test 3. This is because Test 2 detects words
that have trait readings, while Test 3 detects that

subset of them that also have emotion readings (see
Fig. 1).

The rationale behind Test 3 is that emotioms can
be experienced to varying degrees, and can be
experienced in the absence of an interpersonal
exchange. Thus, reflecting on a situation can give
rise to an emotion but not to a trait, although, if a
term 1s ambiguous as between a trait and an emotion,
it will fit the test because of its emotion sense.

Test 3: As he reflected on what had happened,
John was quite xxxxx

The result of applying this test 1s to separate
examples like the following:
(PASS) (FAIL)

pure emotions and hybrids pure traits

cheerful ambitious
distressed intelligent
disgusted knowledgeable
ecstatic mean
frightened sensitive
proud thrifty
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Ficure 1.
Our primary goal has now been achieved. We think meaning wrecklessly), and one does not experience

we have proposed a reasonably methodical procedure for
isolating emotion words from a pool that contains some
words that do not denote emotions. Furthermore, we
have separated two kinds of emotion words, those that
seen to denote emotions exclusively, and those
(hybrids) that also denote traits. We consider this
to be a potentially important distinction. The
results of multidimensional scaling studies, for
example, in which subjects make similarity judgments
can be muddied by the unwitting inclusion of a subset
of ambiguous stimuli (i.e. hybrids).

There may be occasions on which one might want to
compare emotion words to some other kinds of words,
say, cognitive—state words, or other-action words.
Although of secondary interest to us, the same kind of
procedures can be used to separate the three kinds of
words appearing in the other half of the initial pool,
namely the half comprising words that passed Test 1
(see Fig. 2).

The first kind of words that we attempt to
isolate are those that do not represent an internal
state of a person at all. These we call "other-
action"” words because they characterize the actions

(or the attitudes) of others that are relevant to
(although not necessarily directed towards) the self.

Perhaps because they are so strongly associated with
emotional responses many other-action words have found
their way into lists of emotions and traits. For
example, the word

Dahl and Stengel (1978) and of Bush (1973). It also
appears in the Personal Traits column of Allport and
Odbert”s (1936) 1list. However, in modern English
abandoned designates neither a trait nor an emotion.
One cannot be disposed to behave "abandonedly",
(although we do speak of behaving “with gay abandon™
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"being abandoned” as a separate emotion. Rather,
abandoned represents the actions of some other vis a
vis the self. Its special quality, its emotional
loading, presumably comes from the fact that the
knowledge that one has been abandoned typically gives
rise to (negatively toned) emotions. It is, however,
as much of an error to assume that "abandoned” is an
emotion or a trait as it

would be to suppose that
"kicked in the groin" was.

We shall assume that unlike emotion words, the
most salient characteristic of other-action words is
that others can engage in those actions without the
person to whom they are relevant necessarily being
aware of them. Since one can be abandoned and not
know 1it, abandoned cannot represent an emotion or any

other kind of internal state; it 1s an other-action

word. Notice that it does not follow from this that
awareness entails an emotional state. Normally,
awareness 1s a necessary but not sufficient condition

Thus, Test 4 is designed to identify
other-action words. The logic of the test is (a) to
deny awareness by wusing the expression  "totally
unaware”, and (b) to take advantage of the fact that
"other-action words"” require actions by others that
might influence the self by explicitly making the
agent of the action an other.

for an emotion.

Test 4: John was totally unaware that he
had been xxxxx by the woman

For this sentence frame reasonable completions
are restricted to words that denote the actions
(physical or mental) of others. As with the earlier
tests, some words will fail to fit simply because they
are of the wrong syntactic type, but, as always, the
more interesting cases are those for which the

resulting sentence is not syntactically ill-formed but



TEST 1

PASS
FAIL

See Fig. |
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TEST &4

BORED
INTERESTED
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APPREC IATED
NEGLECTED

OTHER-ACT IONS

Ficure 2.

rather 1s semantically anomalous. For example, the
word puzzled does not fit very well because it is odd
to suppose that John could be puzzled and not realize
it. We think that puzzled fits better into the
category that we call “"cognitive-state” words. A more
difficult example 1is revived. Because revived

suggests the possibility of prior unconsciousness it

seems better able to fit into the sentence frame, yet
we like to think that revived is a body-state word.
If this is so, then subjects should judge it to fit
better in the body-state frame (see Test 5, below),
even though it might do tolerably well in the other-
action frame. Since subjects are asked to judge how
well a target word fits 1in a frame, it would be
sufficient for our purposes to discover that words
like abandoned and ignored fit better than words like
revived. It 1is not necessary that words not in the
category upon which we are focussing give rise to
seriously anomalous sentences. Our expectation is
only that the most reasonable completions are produced
by other-action words. Internal state words make poor
completions. Thus, we can separate other—action words
using this test. When subjects in our experiments are
instructed to make meaningfulness judgments they are
warned to ignore one particular interpretation of the
sentence-frame in Test 4 that would confound the
results by rendering spurious "meaningful"” judgments.
Subjects are told that the focus of the sentence
should be on John“s lack of awareness, not on the
identity of the agent responsible for the action.
Thus, they are instructed to ignore the interpretation
in which John might have wrongly attributed his being
ignored, appreciated, revived etc. to someone other
than the woman. The following are examples of words
that we think pass Test 4 most easily.

Other-action words:

abused
abandoned
appreciated
defeated
disgraced
ignored
neglected
slighted
welcome

It is worth pointing out a couple of things at
this juncture. The first concerns the difference
between "being” and “"feeling" something. The

inclination to treat other-action words as internal
state words is much greater when they occur with
"feel” than with "is". The reason is that "feel"” can
be, and often is interpreted to mean "feel as one
would 1f (one realized that) one was xxxxx". Thus,
that John was ignored entails nothing about what John
felt. It merely asserts that somebody ignored John.
Whether or not John responded to this other-action
emotionally will depend on all kinds of factors (e.g.
Was he aware of the fact? Did he expect anything else?
Did he care? etc.) In other words, the inference to
an emotional response 1is a pragmatic one, not a
logical one. Yet, 1if one says that “John felt
ignored”, we have much more license to infer that John
was 1in an (emotional) internal state. We infer that
John responded emotionally. There is no doubt that
feeling ignored 1is a wunique kind of (negative)
feeling--so too is the feeling of being pricked by a
needle. But this fact 1is not sufficient for it to

93



count as an emotion. One cannot confuse causes with
their highly correlated effects.

The second point pertains to the problem of
ambiguity. Consider the word encouraged. There
certainly is an other-action sense of the word. For
example, someone might not realize that they were
being encouraged to get hooked on drugs by the person
that kept giving him free samples. But there is also
another sense of the word in which one can be
encouraged, namely the sense in which one becomes more
optimistic about something or other, and in this sense
the actions of an other are by no means necessary.
So, for example, a person might be encouraged about
the prospects of a good day”s sailing on waking up and
seeing the sun shining and feeling a fine breeze.
Words 1like encouraged and relieved seem to have both
an other—-action sense, and an emotion sense. It 1is
our expectation (but only the data will tell) that
where such words have an emotional sense, that sense
is more salient. If this is the case, they will fail
Test 1 and will be treated in the emotion and trait
pool. This we consider more important than that they
survive for treatment in the pool presently under
consideration (i.e. that part of the initial pool not
denoting emotions or traits). This particular kind of
cross—pool ambiguity would only become a problem if a
significant number of emotions were lost, an outcome
that we consider unlikely.

Our final test is designed to separate out body-
state words. These are terms that pertain to the
physical state of an animate being--they are not
restricted to humans, although some of them might be
used more frequently with respect to humans. Again,
these words can be valenced, and are often, but by no
means necessarily, associated with emotional
responses. Their appearance in various lists of
emotion words (e.g., again, those of Dahl & Stengel,
and of Bush, and of Russell) is probably due to the
fact that they appear in (Column II of) the Allport
and Odbert (1936) 1list. This category is loosely
characterized by these authors as '"terms designating
mood, emotionmal activity, or causal and temporary
forms of conduct” (p.vii). In it appear words like
thirsty and breathless which in our opinion do not fit
even this loose characterization. What is it to be in
a thirsty mood? Is being thirsty an emotional
activity, or a form of conduct? We suspect that these
terms appear 1in Column II not because they belong
there, but because they are 1less incongruous there
than in one of the other three categories used by
Allport and Odbert.

Test 5 attempts to separate out these terms by
using a sentence frame that focuses on body states (as
opposed to other kinds of sensations, or perceptionms),
and that minimizes the cognitive content by
predicating them of a newborn infant:

Test 5: The pediatrician explained that one of the
physical characteristics of a newborn infant
was to be xxxxx.

It seems to us that this test only allows as good
completions terms that designate body feelings. It
seems to us to more readily allow completions with
words that do not entail awareness and that do not
suggest cognitive activity (emotional or otherwise).
Thus it would be odd to complete this frame with an
other-action word like ignored, and it would be odd

tain. The oddness arises both from
attempting to predicate higher level cognitive
functions involving social awareness and metacognition
to newborn infants, and from the fact that these
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predicates do not refer to physical characteristics.

Examples of words which would pass this test with
relative ease are:

Body-state words:

breathless
dizzy
drowsy
fatigued
feverish
111

itchy
nauseous
thirsty
revived
refreshed
satiated

Finally, it is our hope, and again we shall have
to wait wuntil the data are in, that those words that
do not fit well the sentence frame for either Test 4
or Test 5, fail to do so because they are poor
examples of other-action words and of body-state
words. In that case it is our expectation that they
will be good examples of cognitive—state words such as
the following:

Cognitive-state words:

bored
disbelieving
distracted
doubtful
overworked
puzzled
uncertain
uninspired
amused
aware
certain
impressed
interested
sure
vindicated

Conclusion

The question of the psychological validity of the
various categories that we have proposed is obviously
an important issue. We find these categories to be
intuitively reasonable and we believe that they do
represent psychologically important distinctions.
However, wultimately we would like to know that these
distinctions correlate with behavioral differences.
For example, 1in a pilot study conducted by Lord and
Ortony memory for emotion words was found to be very
much superior to memory for cognitive-state words.
These are the kind of data that one needs to
demonstrate the psychological validity of the
distinctions we have proposed.

Finally, we should point out that we are more
wedded to the general principles that we have proposed
than we are to the specific tests. Indeed, some of
the tests we find rather inelegant. It remains to be
seen how effective these tests are, and we are
convinced that there is room for considerable
improvement. However, some procedure along the 1lines
of the one we have suggested seems essential if one is
to avoid the kinds of problems 1in the analysis of



emotions that we identified at the outset. We hope
that our discussion will alert those who are studying
the emotions to the need to distinguish between states
that genuinely are emotional in nature and those that
are not.
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Affect amd the Perception of Risk

Amos Tversky and Eric J. Johnson
Stanford University

As cognitive scientists turn their attention to
emotion, they face the task of integrating affect into
models of cognition. The perception of risks seems
an ideal area to examine the relationship between cog-
nitive and affective processes. When we witness an
accident, or read a newspaper story about a natural
disaster, we do more than simply revise our subjective
probabilities. We are often quite disturbed and shaken
by such events. Our encounters with risk are inevitably
connected with feelings, including those of surprise,
dismay, and worry.

Previous work in risk perception has concentrated
on the cognitive domain. Lichtenstein et al. (1978),
for example have asked people to estimate the frequency
of death due to various causes. They argue that the
availability of instances in memory helps determine
these perceived frequencies. Thus, homicide is seen as
much more common than suicide, although actually the
reverse is true. Causes of death which are spectacular
and the subject of media coverage appear to be overest-
imated while more mundane causes are underestimated.

We conducted three studies using an experimental
paradigm similar to the one used by Lichtenstein et al.
Before they made their estimates, however, subjects read
a newspaper-like account of the death of a single in-
dividual under the guise of a newspaper reporting study.
These stories, although quite graphic, were relatively
devoid of information. They were, however, effective
in changing mood, causing readers to report they felt
much more depressed than a control group which had not
read the stories. Later, in an apparently unrelated
questionnaire, these subjects were asked to estimate the
frequency of death due to various causes. The causes
of death ranged from those closely related to the topic
of the story, such as stomach and lung cancer for a
story about leukemia, to unrelated causes such as tor-
nados and airplane accidents.

The potential impact of these stories, and their
accompanying changes in mood, represent a continuum.

At one end of the continuum, we might expect the story
to have no effect on the estimates. This is the norm-
atively justified response, since the stories contained
no information about the frequency of the death in the
population. In contrast, the reader of the story might
generalize from the instance in the newspaper-like story
and increase their estimate of the frequency of that
cause of death. We will term this a local generaliza-
tion.

The impact of the story might also generalize to
other, related risks. A story about a leukemia victim
might also raise our subjective probability of related
diseases such as lung and stomach cancer, but not un-
related risks such as airplane accidents. This gra-
dient generalization should be closely related to the
similarity of the risks. Finally there is abundant
evidence in social psychology (Isen, Shalker, Clark,
and Karp 1978) for more pervasive influences of affect.
We might expect that increases in estimated frequency
might occur for all risks, a possiblity we term global
generalization.

In the first two studies we examined the general-
ization of negative affect across the responses. De-
spite our attempts to provide a sensitive test of lo-
cal or gradient generalization, both studies demon-
strate sizable global generalization. Readers of the
newspaper stories estimated that all causes of death
were about 407 more common than the control. Since
the changes were unrelated to the topic of the story,
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these data suggested that the effect was due to mood in-
duced, and that the bad moods were more than unpleasant
states. In addition, they had pervasive influences on
an important class of risk-related judgments.

In the third experiment, we broadened the estimates
we requested to include items not related to either death
or risk. For example, subjects were asked to report the
frequency of bankruptcy and divorce. Even with these
widely divergent estimates, we have found strong global
generalization of affect, with no evidence for either
local or gradient generalization. We also included a
condition which read an additional newspaper story free
of risk related content, but which described a series
of negative events which occurred to the main character.
Since the story made no reference to risk or death, its
principle effect was the negative mood it induced in
the reader, This depressing story resulted in a pattern
of results almost identical to those induced by the
risk-related newspaper stories.

These data, viewed as a whole, demonstrate that
affect can have a large and pervasive influence on one
important class of judgments, estimates or the fre-
quency of risk-related events in the population. So
far we have found no indication of a connection between
the information contained in a story and its impact on
the estimated frequency of death. The overriding factor
in these increases does not appear to be the story told,
but rather the mood or affect state it conveys to the
reader., These effects are not limited to areas of death,
but have been shown for estimates of non-fatal hazards
and lifestyle threatening risks such as divorce and
bankruptcy.

Any model of affect must account for two important
aspects of this phenomenon: (1) Induction of a neg-
ative mood alone is sufficient to change estimates,
and (2) the size of the change is unrelated to the
semantic similarity, either among the estimates them-
selves, or between the cause of the mood and the
estimates.
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Generative Analogies as Mental Models

Dedre Gentner

Subject explaining electric current: If you in-
crease resistance in the circuit, the current slows
down. Now that's like a high--cars on a highway
where you--if you notice as you close down a lane,
you have cars moving along. Okay, as you go down
into the thing, the cars move slower through that
narrow point.

When people are reasoning about an unfamiliar do-
main, they often appear to use analogies, as in the
above example from a protocol. Analogies are also used
in teaching, as in the following excerpt:

The idea that electricity flows as water does is a

good analogy. Picture the wires as pipes carrying

water (electrons). Your wall plug is a high-pres-
sure source which you can tap simply by inserting

a plug. The plug has two prongs--one to take the

flow to the lamp, radio, or air conditioner, the

second to conduct the flow back to the wall. A

valve (switch) is usad to start or stop flow.

If implicit or explicit analogies are an important
determinant of the way people think about complex sys-
tems, then it becomes crucial to know exactly how such
analogies work. This paper considers the psychological
role of these analogies in structuring the target
domain.

The first question that must be posed is whether
such seeming analogical models do in fact strongly
affect the person's conceptualization of the target
domain (the Generative Analogy hypothesis), or whether
they are merely convenient ways of talking about the
domain (the Mere Terminology hypothesis). The mere use
of terms borrowed from a given domain--as, for example,
when electricity is discussed in terms of moving vehi-
cles or flowing water--is not in itself proof that the
speaker is conceiving of electricity as deeply analo-
gous to traffic or to water flow.

To demonstrate that an analogy has generative con-
ceptual power, we must show that nontrivial inferences
specific to the base occur in the target. These infer-
ences must be such that they cannot be attributed to
shallow lexical associations; e.g. it is not enough to
find that the person who speaks of electricity as
"flowing" also uses terms such as "capacity" or
"pressure". Such usage is certainly suggestive of a
Generative Analogy, but it could also occur under the
Mere Terminology hypothesis.

The goal here is to show that, at least some of
the time, the Generative Analogy hypothesis holds:
that deep, indirect inferences in the target follow
from use of a given base domain as an analogical model.
To do this, we must first decide what inferences should
follow from use of a given analogy, and then observe
whether the analogies people adopt appear to affect the
set of inferences they readily make.

The plan of this paper is (1) to propose a
structure-mapping theory of analogy that will allow us

This research was supported by the O0ffice of Naval Re-
search and was carried out at Bolt Beranek and Newman
and at U.C.S.D. Donald Gentner collaborated on all
aspects of this work, but particularly in developing
the two analogical models of electricity. I thank Allan
Collins, Ken Forbus, Ed Smith and Al Stevens for many
insightful comments on this research. Please address
correspondence to Dedre Gentner, Bolt Beranek & Newman,
50 Moulton Street, Cambridge, MA 02138.

to predict the set of inferences that should follow
from use of a given analogy; (2) contrast two analogi-
cal models for the domain and show that they lead to
different indirect inferences; (3) to show that people's
inferences concerning simple circuits vary according to
which of these models they use; and finally (4) to
discuss the general issue of analogical models and
structure-mapping.

A structure-mapping theory of analogy. The claim
here is that analogies select certain aspects of exist-
ing knowledge, and that this selected knowledge can be
structurally characterized. First, let's consider what
an analogy is not. An analogy such as

(1) An electric circuit with a battery and resistor

much 1ike a plumbing system with a reservoir

and a constricted section of pipe.
clearly does not convey that all of one's knowledge
about the plumbing system should be attributed to the
circuit. The inheritance of characteristics is only
partial. This might suggest that an analogy is a weak

similarity statement, conveying that some but not
all of the characteristics of the base system apply to
the target system. But this weak characterization fails
to capture the distinction between literal similarity
and analogical relatedness. Contrast statement (1) with
a literal similarity statement like
(2) A hose is 1ike a pipe.

The literal

similarity statement (2) conveys that the Pipe and

the hose share object attributes--e.g. cylindrical
shape--as well as sharing similar relationships with
other objects--e.g. convey (hose, water)/convey (pipe,
water). Statement (1) also conveys considerable overla
in functional relations: e.g. IMPEpe (resistor, currenS
/IMPEDE (constriction, water). However, it does not
convey overlap of objects and their attributes. The
resistor as a separate object need not have any quali-
ties in common with,constriction. The analogy, in
short, conveys overlap in the system of relations

among objects, but no particular overlap in the charac-
teristics of the objects themselves. The literal
similarity statement conveys overlap both in relations
among the objects and in the attributes of the indivi-
dual objects.

The analogical models used in science can be
characterized as structure-mappings between complex
systems. In these analogies, the objects of the known
domain, the base domain, are mapped onto the objects of
the domain of inquiry, the target domain; the predicates
of the base domain--particulariy the reTations that hold
among the nodes--are then applied in the target domain.
Structure-mapping analogy asserts that identical opera-
tions and relationships hold among nonidentical things.
The relational structure is preserved, but not the
objects.

Given a particular propositional representation
of knowledge we can proceed with an explicit charac-
terization of analogical mapping. A structure-mapping
analogy between a target system T and a base system B
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is an assertion that
1. Given a decomposition of the base and target

domains into object nodes bl’bZ""’bn of the
base system B and object nodes tl’tZ""’tm
of the target system T,

2. The analogical mapping M maps the nodes of B
M:bi—a ti into the nodes of T.

3. Then predicates valid in B can be applied in
T, using the node substitutions dictated by
the mapping:

M: LF(byubs) 7 — LF(t,t5) T

Further, the probability that the derived
proposition is valid in the target T is
greater for relational predicates than for
attributes, and greater for high-order rela-
tions than for lower-order relations. The
strength of the analogical predication in-
creases as we move down the list.

(i) M:A(by) — A(t;)
(i1) M:LF(by ,bj)J —*[F(ti,tj)J
(111)M:[:G(F1(bi,bj), Fz(bi,bj);7-—-+
ZTG(Fl(ti,tj), Fz(ti,tj)_7
Thus, TRUE ['A(bi)_J does not strongly suggest

TRUE [A(ti)j.

likely to carry cver than relational predicates (ii);
and lower-order relations less likely than higher-order
relations (iii).

Attributional predicates (i) are less

Two models of simple electric circuits. One common
analogy used to teach simple electricity is based on
plumbing systems. Figure 1 shows the structure-mapping
conveyed by this analogy. The object-nodes of the
hydraulic base domain ?e.g. the reservoir and constric-
tion) are mapped onto the object-nodes (the battery and
resistor) of the circuit. Given this correspondence of
nodes, the analogy conveys that the relationships that
hold between the objects and object-attributes of the
hydraulic system also hold between the nodes of the
electric system:for example, that current increases
with voltage just as rate of water flow increases with
pressure; and that current decreases with resistance
just as the rate of water flow decreases with degree
of constriction.

A second kind of analogy for electric circuits is
based on objects moving through chutes. Current is
seen as a moving crowd of small objects: voltage is the
forward pressure or pushiness of the objects. Like the
plumbing model, the moving-object model provides rela-
tions that map usefully into the electrical system: If
we imagine a source of pushiness corresponding to the
battery, and gates in the chute corresponding to the
resistors, then the more pushiness, the higher the rate
of aggregate motion; the narrower the gates, the lower
the rate of aggregate motion.

Although these two analogies convey many of the
same relations, in some respects they differ in the
aptness of the relational match with the target domain,
particularly if we consider slightly more complex
circuits (see Gentner and Gentfr®" in press.)

98

ing analogy is particularly apt for combinations of
batteries, while the moving-object model is superior
for combinations of resistors.

Figure 1
Structural representations of water flow and of
simple electric circuit, showing structural overlap
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Combinational problems. One way to observe deep
indirect inferences in the target domain is to ask
about different combinations of components. For example,
we can ask how the current in a circuit with two resis-
tors in series or in parallel compares with that in a
simple one-resistor circuit. The answers are not ob-
vious. The four circuits generated by series and para-
17el combinations of batteries and resistors are non-
transparent. They provide an excellent way to observe
true inferences, as opposed to shallow verbal associa-
tions. To deduce the current in these four circuits,
the person must move beyond the first-stage naive model
of circuitry (shown in Figure 1). This first level of
insight is that batteries make for more current, resis-
tors make for less current. These rules hold for
batteries and resistors in series, but not for parallel
combinations, as shown in Figure 2. Parallel batteries
give the same current as a single system, not more;
while parallel resistors allow more current than in a
simple circuit, not less.




Figure 2,
Current and voltage in simple serial and parallel
configuration circuits.,
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Do analogies make a difference. If subjects are
really using their analogical models to understand
electronics they should draw on their knowledge of com-
binational relations among the corresponding components
in their respective base domains. Even though the com-
plex circuit problems are couched purely in terms of
electronics, we should see differences in subjects'
predictions depending on which model they use.

For example, here are two sections of a protocol
of a subject trying to predict the current in a
parallel-resistor circuit. In the first section, she
uses a hydraulics model with reservoirs for batteries,
which was her initial model, and derives the wrong
answer of less current. In the second section, she
uses a crowd model suggested to her by the experimenter
to derive the correct answer of more current:

HYDRAULICS MODEL WITH RESERVOIR

We started off as one pipe, but then we split
into two. Now does that make any difference?
I guess it seems to me that this does make a
difference. So what we have here is one pipe,
one sort of line coming off and then we let it
go like that for a while. We let it split off.
We have a different current in the split-off
section, and then we bring it back together.
That's a whole different thing. That just
functions as one big pipe of some obscure
description. So you should not get as much
current.

CROWD MODEL

Again I have all these people coming along
here. 1 have this big area here where people
are milling around. I think it is crucial
that I separate them though before they get
to the gates . . I can model the two gate
system by just putting the two gates right
into the arena just like that. So this is
one possible model of the two gate system.
There are two gates instead of one which
seems to imply that the resistance would be
half as great if there were only one gate
for all those people.

This protocol suggests that models do affect infer-
ences. The following study tests this possibility more
on a larger scale. In this study, fairly naive high
school and college students were first shown a simple
circuit with a battery and a resistor, and then asked
to give qualitative solutions for the four combination
circuits shown in Figure 2. They were asked to circle
whether the current (and voltage) in each of the combin-
ation circuits would be greater than, equal to, or less
than that of the simple battery-resistor circuit. After
they gave their answers for all four combination cir-
cuits, they were asked to describe the way they thought
about electricity. Then, for each of the four circuit
problems, they were asked to circle whether they had
thought about flowing fluid, moving objects, or some
other way of conceiving of electricity. They were also
asked questions about water, to be sure that theyunder-
stood the base domain.

Figure 3 shows a schematic diagram of parallel and
serial resistors in the target and in the two base
Systems .
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Subject who used the fluid model should do well on
the battery questions. This is because serial and
parallel reservoirs combine in the same manner as ser-
ial and parallel batteries, and the combinational dis-
tinctions are spatially quite distinct in the water
domain. Two equal reservoirs in series (one above the
other) give more pressure and hence a greater rate of
water flow than a single reservoir. However, since
water pressure depends only on height, not on volume,
two reservoirs in parallel (side by side) yield only a
rate of flow equal to that of a single reservoir. Thus,
if the flowing fluid analogy is generative, then sub-
jects with this model (assuming they know the way
pressure works in the base) should be able to differ-
entiate serial and parallel configurations of batteries.
For resistors, however, the fluid flow model with its
constrictions should not, in general, lead to a strong
differentiation between serial and parallel resistors.
As the protocol above shows, the different be-
tween serijal and parallel constrictions is fairly
opaque in the fluid flow domain; therefore subjects
with this model cannot import the correct combination-
al distinction into the electricity domain. Thus, the
prediction is that subjects with the fluid flow model
should do better with betteries than with resistors.

For subjects with the moving-objects model, the
pattern should be quite different. In this model,
configurations of batteries should be relatively diffi-
cult to differentiate, since analogies for batteries
are hard to find. In contrast, resistors should be
better understood. This is because in the moving-
objects model, resistors are often seen as gates. Con-
ceiving of resistors as gates should lead to better
differentiation between the parallel and serial config-
urations. If all the objects must pass through two
gates one after the other (serial) then the rate of
flow should be lower than for just one gate. On the
other hand, if the flow splits and moves through two
parallel gates, then the rate of flow should be twice
the rate for a single gate. Thus subjects using this
model should correctly respond that parallel resistors
give more current than a single resistor; and serial
resistors, less.

Overall, if these models are truly generative
analogies, we should find that the fluid-flow people
do better with batteries than resistors, and the
moving-object people do better with resistors thanwith
batteries.

Results. Figure 4 shows the results for subjects
who used either the fluid-flow analogy or the moving-
objects analogy consistently, on all four problems.
For the fluid-flow subjects, only those who correctly
answered the latterquestions about the behavior of
reservoirs were included. This was to insure that
subjects possessed the requisite knowledge in the base
domain. There were nine fluid-flow subjects and seven
moving-object subjects.

The patterns of combinational inference are dif-
ferent depending on which model the subject had. As
predicted, people who used the fluid-flow model per-
formed better on batteries than on resistors. The
reverse is true for the moving-object people. In a
Model type x Component type x Topology analysis of
variance, the interaction between model type and cir-
cuit component is significant; F(1,13) =4s3; p < .05

Conclusions. The results of the study indicate
that, for our subjects, the analogies used for elec-
tricity were truly generative. Use of different ana-
logies led to systematic differences in the patterns
of correct and incorrect inferences in the target
domain. Moreover, these combinatorial differences are
not easily attributable to shallow verbal associations
and communicative patterns. These analogies seem to
be truly generative for our subjects; structural re-
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Figure &4
Proportion correct on different kinds of circuits for
subjects using different models of electricity
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lations from the base domain are mapped into the target
domain, where they genuinely affect the person's con-
ceptual view of the domain.

The structure-mapping interpretation of the pro-
cess avoids two extreme positions that often arise in
discussions of analogy as explanation: the "vague
metaphoricizing" position, which holds that analogy is
inherently illogical and unhelpful, and the "appropri-
ate abstractions" position, which emphasizes the fact
that analogies convey correct knowledge about the
target domain. The structure-mapping view is neutral
with respect to whether analogy per se is helpful or
harmful. According to the structure-mapping view, the
inferences conveyed by a given analogy are not neces-
sarily either correct or incorrect; they are predicta-
ble from the predicate structure in the two domains.
Relational predicates, particularly those that parti-
cipate in higher-order systems of relations, are most
1ikely to be mapped; but these may be either correct
(as in the case of the moving-object model applied to
parallel resistors) or incorrect or indeterminant (as
when the moving-object model is applied to batteries).
The more we know about the structure of analogy, the
better we can design good educational analogies and
predict the problem that will occur in use of any given

analogy.
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THE ROLE OF EXPERIENCE IN MODELS
OF THE PHYSICAL WORLD

Andrea A. diSessa
MIT.DSRE.
Cambridge, MA
July 8, 1981

In recent years there has been a growing body of research
dealing with “naive physics:" what people, prior to extensive
instruction, expect are the principles governing the everyday
workings of the physical world. This research is extremely
interesting as a study of untutored learning since presumably
whatever systematic understanding physics-naive individuals arrive
at must be due primarily to their direct experience with the physical
world. Here we would like to summarize briefly some results of
that experimental work and a tentative theoretical interpretation of
it. Then we will be in a position to speculate on the general natur
of the models people make of their experience in order to cope witt
it.

What has emerged from naive physics research is :
surprisingly robust and systematic set of ideas about mechanic
which are often, however, decidedly non-Newtonian. Studies fron
age 10 upward to university students and physics-naive adults hav
given in many cases very uniform results (Viennot, 1979; Clemen!
1979; McCloskey, et al, 1980, White, 1981). In one study (diSess:
1981) we let elementary school students and universit
undergraduates play with the same computer simulation of an ob jec
obeying Newton's Laws. Despite many more years experience,
year of high school physics and a university level course o
mechanics one could see a clear overlap in the set of strategies th
university students used as compared to the elementary student
Moreover, many of these common strategies were not neutral, ni
merely based on other-than-textbook analyses, but were overtly not
Newtonian. The university students often had difficulty applyin
the simplest classroom concepts to the simulation, even when aske
One of the prominent expectations most students showed was th
force acts by directly producing motion in the direction of the for
rather than by combining with previous motion. Thus the:
students sided with Aristotle against Newton.

Besides the obvious pedagogical problems, data such as th
pose In a very direct form the fundamental question of what o
learns from experience. How can it be that people come to a robt
non-Newtonian understanding, even resisting instruction, of a wor
with which they deal everyday, a world governed by Newtoni
principles?

No one expects the answers to such a question to be simp
But some analysis of a set of naive conceptions (diSessa, to appe:
suggests that something like the following mechanism may play
important role. It is a mechanism concerning incremental learni
based on experience. The basic idea is that among all t
experiences one has regarding a class of phenomena, for exam)

pushing and pulling things around, a few are selected to stand as
prototypical for the class and are systematically used in both
explanations and predictions It is not, of course, a literal recall of
an observed phenomenon which serves this purpose but what the
person establishes as a conventional interpretation of the phenomenon
in terms which that person already understands. I call these
paradigmatic interpretations of experience “phenomenological
primitives” In the case of the Aristotelian expectation of motion
always in the direction of force, one might hypothesize that the
common event of pushing-an object from rest serves as an important
prototype. Thus the phenomenological primitive here is the “theory”
that things simply move in the direction you push them, and
previous momentum is generally ignored since it plays no role in the
prototype. I suspect that the interpretation of pushing from rest is
based on prior, common-sense notions of agency and causality which
one finds associated with naive conceptions of force in many ways.
Indeed, what is more surprising, one can make a rather strong case
that these same ideas had a great impact on the historical
development of the science of mechanics as well. (See diSessa, 1980.)

Though the notion of phenomenological primitive might help
account for the origins of false “theories™ like the Aristotelian
expectation, we must look to the knowledge system in which these
structures operate in order to account for their long term stability.
Here we can offer only the briefest suggestion as to the character of
this system, again by example. The example involves a counter-
example to the Aristotelian expectation. Imagine a ten-ton truck
hurtling down the highway and a small push on its side. Who could
believe the truck will move in the direction of the push? Indeed, no
one does! When subjects are prompted in such a way, the
Aristotelian intuition is not even considered, or, if it is, excuses for
its inapplicability are found: "The force (sic) of the truck is too big;
it’s overcoming the sideways push.” But either way, (through
selective cueing or maintaining excuses as part of the knowledge
base) the Aristotelian expectation is isolated and kept safe from
refutation.

What generalizations can we draw from this story of naive
physics about the models people spontaneously make? The first is
that these models are robust, that naive ideas and the interpretations
of experience one makes with them can have a powerful effect on
long term understanding or misunderstanding. All the evidence
points to the conclusion that naive physics plays a large role in
learning textbook physics. To draw a caricature, it Is almost as if
one is trying to teach physics to a stable cognitive system which
already knows a different physics.

The second generality is the importance of knowing the
particular pre-existing notions. What one carries away from an
experience is one's interpretation of it. Such a truism only warrants
attention when we remind ourselves of how little we know about the
naive vocabulary and about how one builds deeper understanding
out of it. The surprise of a Newtonian world teaching Aristotelian
physics, however, should serve as a reminder.

The third generality concerns the fragmentation exhibited
by spontaneous models. One can find people both believing and
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disbelieving their Aristotelian expectations depending on
circunstances. This apparent incoherence is puzzling. After all,
what other than a coherent system could exhibit such robustness. In
fact, it Is In this area, coherence, that | believe our own naive ideas
about knowledge systems most need refining.
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THE FORM AND FUNCTION OF MENTAL MODELS

P. N. Johnson-Laird

Centre for Research on Perception and Cognition
Laboratory of Experimental Psychology
University of Sussex
Brighton BNT 9QG England

You are lost in the maze at Hampton Court Palace.
You come to a turning and for a moment you are not
sure which way to go. You recognize that you have
been at this point before, and, in your imagination,
you turn right,. proceed down an alley, and are then
confronted by a dead end. And so this time around,
you decide to turn left. What you did was to
reconstruct a route through the maze on the basis
of a mental model of it. You may hardly have
experienced any imagery at all; or you may have had
a succession of vivid images like a snippet from an
imaginary movie that culminates in a Teafy cul-de-
sac. In either case, there was nothing verbal
about your reasoning: you navigated your way
through your model of the maze much as a rat in a
psychological laboratory might have done (0'Keefe
and Nadel, 1978). Yet, there is another method
that you could use to make your decision. You
recall instead that the way to get out of the maze
is to keep turning left at every available
opportunity, and, since you are presented with such
an opportunity, you accordingly decide to turn left.
This method makes use of a mental representation
of verbal propositions.

The two alternatives illustrate the contrast
between exploiting a mental model (perhaps with
accompanying imagery) and making use of a proposi-
tional representation. My aim in this paper is to
show that the contrast is real -- that there are
both forms of mental representation -- and to offer
an account of the purpose that they serve. Indeed,
if there are mental models, then the two most
important questions about them are: what form do
they take? what function do they serve? I will try
to answer both questions.

Direct empirical evidence for the contrast
between propositional representations and mental
models comes from a series of experiments that
Kannan Mani and I have carried out (Mani and
Johnson-Laird, in press). In the most recent of
our studies, the subjects heard a verbal description
of a spatial layout, such as:

The spoon is to the left of the knife
The plate is to the right of the knife
The fork is in front of the spoon
The cup is in front of the knife.

They were then shown a diagram, such as:

spoon knife plate

fork cup

and they had to decide whether or not the diagram was
consistent with the description. (If you think of
the diagram as depicting the arrangement of the
objects on a table top, then obviously it is

consistent with the description.) Half the descrip-
tions that the subjects received were determinate
like the example above, and the other half were
indeterminate. The indeterminate descriptions were
constructed merely by changing the last word in the
second sentence:

The spoon is to the left of the knife
The plate is to the right of the spoon
The fork is in front of the spoon
The cup is in front of the knife.

This description is consistent with two radically
different diagrams:

(1) (2)
spoon knife plate spoon plate knife
fork cup fork cup

The materials were counterbalanced so that for each
set of five objects, a subject received either the
determinate or else the indeterminate description.
After the subjects had judged a series of eight des-
criptions and diagrams, they were given an unexpected
test of their memory for the descriptions. On each
trial, they had to rank four alternatives in terms of
their resemblance to the original description: the
oriainal description, an inferrable description, and
two 'foils' with a different meaning. The inferrable
description for the example above contained the
sentence:

The fork is to the left of the cup

in place of the sentence interrelating the spoon and
the knife. The description can therefore be inferred
from the layout corresponding to the original descrip-
tion in the case of both the determinate and the
indeterminate descriptions.

The subjects remembered the layouts of the
determinate descriptions very much better than those
of the indeterminate descriptions. The percentages
of trials on which they ranked the original and the
inferrable descriptions prior to the foils was 88%
for the determinate descriptions, but only 58% for the
indeterminate descriptions. All twenty of the
subjects conformed to the trend, and there was no
effect of whether or not a diagram had been consistent
with a description. However, the percentages of
trials on which the original description was ranked
higher than the inferrable description was 68% for the
determinate descriptions, but 88% for the indetermin-
ate descriptions. This difference was highly
reliable, too.

Evidently, subjects tend to remember the layout
of determinate descriptions better than that of
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indeterminate descriptions, but they tend to remember
verbatim detail of indeterminate descriptions better
than that of determinate descriptions. This 'cross-
over' effect is impossible to explain without
postulating at least two sorts of mental representa-
tion. A plausible account of the results is indeed
that subjects construct a mental model of the
determinate descriptions but abandon such a represen-
tation in favour of a superficial propositional one
as soon as they encounter an indeterminacy in a
description. Mental models are easier to remember
than propositional representations, perhaps because
they are more structured and elaborated (cf. Craik
and Tulving, 1975) and require a greater amount of
processing to construct (cf. Johnson-Laird and
Bethell-Fox, 1978). But, models encode little or
nothing of the linguistic form of the sentences on
which they are based, and subjects accordingly
confuse inferrable descriptions with the originals.
Propositional representations are relatively hard to
remember, but they do encode the linguistic form of
sentences. Hence, when they are remembered, the
subjects are likely to make a better than chance
recognition of verbatim content.

It is natural to suppose that propositional
representations are produced as part of the normal
process of comprehending discourse (cf. Kintsch,
1974; Fodor, Fodor, and Garrett, 1975), but they
can alsc serve the useful purpose of providing an
economical representation of radically indeterminate
discourse. The function of mental models is
profoundly semantic: a propositional representation
is true or false with respect to a mental model of
the world. his relation is established by mapping
propositional representations onto mental models, and
I have argued elsewhere for a procedural semantics
that carries out this task (see, e.g. Johnson-Laird,
1980, for a description of a program that builds up
spatial arrays from verbal descriptions). Truth or
falsity with respect to reality ultimately depends on
the construction of mental models on the basis of
perceptual experience.

There is one other crucial function served by
mental models. The fundamental semantic principle
of truth is that an assertion is true provided that
there is no counterexample to it. The assertion,
"Socrates is dead," has only one possible counter-
example, namely, that Socrates is not dead; the
assertion, "Al1 men are mortal," has a large number
of potential counterexamples. Likewise, given the
truth of a set of premises, a conclusion is
necessarily true only if there is no counterexample
to it, that is, no way of interpreting the premises
that renders the conclusion false. If human beings
have grasped this principle, then they can reason
validly without possessing any mental logic, rules of
inference, or inferential schemata. It is a
straightforward matter to write computer programs that
make inferences without recourse to rules of inference:
they construct models of the premises, draw a putative
conclusion on the basis of a simple heuristic, and
then search for counterexamples to the conclusion.

On the previous occasion that I presented this idea
(Johnson-Laird, 1980), it was viewed as on a par with
the Pelagian heresy in some quarters. Yet cognitive
scientists should be prepared to accept that the
doctrine of mental logic may be just as mistaken as
the idea of original sin. Abandoning the doctrine
certainly solves the otherwise intractable mystery of
how children could acquire logic without being able
to reason validly. The thesis that logic is innate
is the only plausible solution but it has no more
explanatory value or empirical content than an appeal
to divine intervention. If there is no mental logic,
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then the question of of its oriains does not even
arise. The theory of mental models also reveals

the major cause of inferential error: the greater
the number of mental models that have to be construct-
ed in order to make a valid deduction, the greater
load on working memory, and the more 1ikely an error
is to be made. My colleagues and I have checked this
prediction in a variety of inferential tasks. Table
1 presents the relevant data from four of our experi-
ments in which the subjects had to draw their own
conclusions from syllogistic premises: it gives the
percentages of valid conclusions that were drawn de-
pending on the number of mental models that had to be

Table 1: The percentages of correct valid
conclusions drawn from syllogistic
premises in four experiments. The
percentages are shown as a function
of the number of mental models that
have to be constructed in order to
draw a valid conclusion.

One model  Two model  Three model
problems problems problems
Experiment 1 92 46 28
Experiment 2 80 20 9
Experiment 3 62 20 3
Experiment 4 58 0 0
constructed. In Experiment 1, 20 students at Teachers

College, Columbia University, were asked to state what
followed from premises in each of the 64 logically
distinct varieties (see Johnson-Laird and Steedman,
1978). Experiment 2 was a replication with 20
students at Milan University, and Experiment 3 was a
further replication in which 20 Italian subjects were
given just 10 seconds in which to make each of their
responses. These experiments were carried out in
collaboration with Bruno Bara. Finally, in Experiment
4, which Debbie Bull and I designed, 19 children
between 11 and 12 years of age were asked to draw
conclusions from 20 out of the 64 possible pairs of
syllogistic premises. The trend in each experiment
was remarkable: not a single subject that we have
tested has ever failed to perform best on those
syllogisms that require only a single model to be con-
structed. It is difficult to resist the conclusion
that inferential ability is based on the manipulation
of mental models.

Let me finish with one final conjectural flourish.
The psychological core of understanding any phenomenon
consists in your having a 'working model' of it in
your mind. If you understand inflation, a mathemati-
cal proof, the way a computer works,DNA or a divorce,
then you have a mental representation of it that serves
as a model in much the same way as, say, a clock
functions as a model of the solar system. Like a
clock, a mental model need not be wholly accurate to be
useful, which is just as well because, of course, there
are no complete models of any empirical phenomena.
If a television set is mentally represented as contain-
ing a beam of electrons that are magnetically deflected
across the screen, then this component of the model
serves an explanatory function. It accounts, for
example, for the distortion of the picture that occurs
when a magnet is held near to the screen. Other com-
ponents of the model may serve no such function. One
might imagine, say, each electron as deflected by the
magnetic field much as a ball-bearing is diverted from
its course by a magnet, but without having any
representation of the nature of magnetism: the
‘picture' is just a picture, which simulates reality
rather than models its underlying principles. At
least one other component of every dynamic model is



neither modelled nor simulated. This element is
time. Time is not represented in a dynamic model,
but rather the model unwinds in real time in much
the same way as do the events that are modelled,
though perhaps at a different rate. In models that
are not dynamic, of course, time can be represented
by a spatial axis. What one should expect in
examining the growth of expertise in a particular
domain is the gradual transition from mere
propositional principles to a fully articulated
mental model, and the gradual replacement of
simulated elements by their modelled counterparts.
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Learning Through Growth of Skill
in Mental Modeling'

JillH. Larkin
Herbert A. Simon
Carnegie-Mellon University

The mental models of a skilled scientist. are often different from
those of an untrained person. For example, in thinking about the
interaction of physical objects, the untrained person seems largely
restricted to envisioning objects in a sequence of motions. The
entities in these "naive" or immediate mental models correspond
directly to objects in the real world. The inferential rules that control
the running of these models correspond roughly to rules reflecting
how events unfold in real time. While such mental modets are
perfectly adequate for getting around in everyday situations, they are
sometimes dramatically wrong (Green, McCloskey, and Caramazza,
1980, Clement, 1981) and they certainly seem less effective in
solving scientific problems than are the more extended
representations of the scientist.

The mental models of a person with training in physics are not
limited to entities and inferential rules based directly on experience.
Instead, these models can and do include entities that have
technical meanings defined only by the scientific discipline, and that
are related by special inferential rules again defined in the discipline.
For example, a person with training in physics is not restricted to
considering perceivable objects like cats and coffee cups, but may
also represent situations in terms of technical entities like forces or
pressure drops. Similarly, capacity to make inferences about a
situation need not parallel imagined development of the situation in
time, but instead may reflect special constraint laws of physics, e.g.,
that the momentum of an isolated system must remain constant.
These ideas.-are discussed more fully in (Larkin, 1981a) and in the
discussion of physical intuition in (Simon and Simon, 1978).

In this paper we consider how an individual might develop the
ability to re-represent situations in terms of scientific entities.
Presumably this development is one goal of science instruction. We
shall present preliminary results from an experimental and
theoretical case study in such development. Subjects with
backgrounds in physics studied sections taken from a physics
textbook that descried material (fluid statics) they  had not
previously encountered, and then used this material in efforts to
solve problems. In a coordinated theoretical effort we are
developing a computer-implemented model of learning from text that
is capable of using declarative statements of facts (in this case,
relations of physics) both to "understand” the derivation of new
results and to apply these results in solving problems.

1. The ABLE system

The system, called ABLE, is a descendant of a system that learned
through practice to apply principles of mechanics, and that
accounted for strategy differences between skilled and less skilled
individuals (Larkin, 1981b).

ABLE is a production system written in the current implementation
of OPS, a LISP-based efficient production-system language (Forgy,
1980, Forgy. 1979). Thus ABLE has a working memory composed of
passive elements of knowledge that are acted on by a large
production memory composed of elements of procedural knowledge
encoded as condition-action pairs. When the conditions of a
particular production are found to match some of the contents of
working memory. this match cues the execution of the
corresponding actions which then act to modify working memory.

MThis work was supported by NIE-NSF grant number 1-55862. by NSF grant
number 1 55035 and by the Delense Advanced Research Projects Agency (DOD).
ARPA Order No 3597 monitored by the Au Force Avionics Laboiatory under
Contract F35615-78 C 1151 The authors 1cknowledge the important contnbutions of
Susan Cotton i the el ¢ o lranscuphion amed coding of the protocol dita
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Then the conditions of some new production are found to match,
and the cycles continue. Production systems have a continued
history of fruitfulness in psychological modeling (Newell and Simon,
1972, Newell, 1973, McDermott, 1978) but the major feature used in
ABLE is the easy modeling of learning. Each production is an
independent piece of knowledge, and the circumstances under
which it applies are determined only by the contents of its own
conditions. Thus the addition of knowledge (learning) is modeled
simply by the addition of new productions.

To explain the working of ABLE we consider its application to
solving part of the problem given in Table 1 and Figure 1a, and
presented as a worked example in Halliday & Resnick (1970). The
first paragraph of the example states the problem. We currently give
ABLE a good understanding of this paragraph, i.e., a good
immediate representation of the problem. It is coded as a set of
related declarative elements in working memory, indicated by the
graph structure in Figure 1b. i

1.1. Encoding of Principles

After achieving this immediate representation of the situation, how
does a solver make scientific inferences of the kind illustrated by the
textbook solution given in Table 1? In other words how is a scientific
mental model run?

Such inferences must be based on scientific principles that are in
some sense "known" to the solver. "Known" might initially mean
that the appropriate textbook page is available for inspection. We
discuss later the growth of other kinds of knowing. Thus we provide
ABLE with knowledge of relevant principles in the form illustrated in
Figure 2. Like all principles and definitions in ABLE, it includes a
symbolic statement of the principle Ap  pgh together with a setting
to which the principle applies and in terms of which of the symbols in
the statemient are defined. Here the setling includes a portion of
liquid vath density p. two points in that hquid separated by a height

Table 1: Worked example from a textbook
(Halliday and Resnick, 1970) showing the application of relations
of fluid statics to relate densities of
liquids in a U-shaped tube.

A U-tube is partly filled with water. Another liquid, which does not
mix with water, is poured into one side until it stands a distance d
above the water level on the other side. which has meanwhile risen a
distance | (Fig. 1a). Find the density of the liquid relative to that of
water.

In Fig. 1 points C are at the same pressure1 Hence, the pressure
drop from C to each surface is the same?, for each surface is at
atmospheric pressure3

The pressure drop on the water side is pw2l‘, where the 2I° comes
from the fact that the water column has risen a distance 1° on one
side and fallen a distance | on the other side, from its initial position.
The pressure drop on the other side is pg(d+2\)7. where p is the
density of the unknown liquid. Hence,

p, 32 = pg(d+2)®
and
p/p,, 2/(2+d)°
The ratio of the density of substance to the density of water is
called the relative density (or the specific gravity) of that substance.
% These numbers label inferences for reference later in the text.

h. The "gravitational acceleration” g = 9.8m/s? is not specified but
assumed to be known outside the context of this principle.

This knowledge of a principle is encoded as a passive link-node
structure involving no knowledge ot how or when to apply the
principle. In this sense it is declaratn ¢ knowledge. although clearly



Figure 1: (a) Diagram provided by the textbook for the example in
Table 1. (b) Annotated "diagram"” (immediate representation)
provided for ABLE in starting to work the example.

(a)

e e Al e i

(b)

||qu1d top
water- top
Pw

hqund ongmal Ievel > water
diquid-bottom —/

waler
tube-connection

Figure 2: Graph structure representation of the principle

Ap = pgh.
Setting: /_’ point A
liquid \height
pressure dro density
\onmt B
Statement: =pgh

it goes beyond minimal propositional encoding of the phrases that
may have been used to describe it in the textbook. To illustrate how
ABLE uses this knowledge of principles, we consider its application
to develop the inference labeled 4 in Table 1, that is to infer that the
pressure drop from C to A on the water side of the tube is pg2l.

1.2. Interpretive Use of Principles

ABLE applies declarative knowledge through general procedural
knowledge that first matches the setting of the principle to the
setting of the problem, and then uses the statement of the principle
(interpreted in the setting of the problem) to make inferences.

The control structure of ABLE, shown in Figure 3, is based on that
proposed by Neves and Anderson (1981) for the analogous task of
supplying reasons for the statements in a geometry proof. The
following paragraphs provide English statements of the productions
that control the shift of goals, Figure 3 indicates these productions
by labeled arrows linking goal statements.

ABLE starts by using the knowledge in production P1 that if the

Figure 3: Goals used in ABLE with labeled arrows indicating
productions that change goals.

Expression for a quantity
P1
Find principle
P8 l P2
Establish principle
P3

Compare principle@
\L P5 -

Check established

Recurse on Fail

non-matched quantity

goal is to find an expression for a quantity in a problem setting, then
one should search for a principle that can provide further
information about that quantity. The initial search can be based on a
variety of criteria (cf. Simon & Simon (1978), Larkin 1981b ) . ABLE
currently uses a very rough process, embodied in P2, that to be
considered a principle must involve a quantity of the type currently
desired (here pressure drop).

ABLE then applies the knowledge in production P3 to set the goal
of comparing elements of the problem situation with elements of the
principle, including its statement and setting. Production P4
contains knowledge of how to trace and compare the graph

structures representing the current problem situation (e.g., Figure
1b) and the principle situation (Figure 2). When all possible
correspondences between the two graph structures have been
matched, production P5 sets as a goal to check whether all parts of
the principle have been matched. If they have, the goals are
successively marked as succeeded. |If this is not the case,
production P6 recognizes that part of the situation crucial to the
applicability of the principle has not been satisfied. The goals are
then successively marked as failed, and ABLE ultimately must seek a
different principle. If, however, the only part of the principle situation
that does not have a correspondence in the problem situation is a
particular theoretical entity (quantity) then production P7 recognizes
that if this correspondence could be established then the principle
would succeed. Thus in our example, if ABLE had not already
established the correspondence h = 2l (as the text solution has not -
- see Table 1), then ABLE would set as a subgoal to establish an
expression for the height h, beginning werk again with production
P1in Figure 3.

Much of ABLE’s work involves establishing a detailed match
between a principle setting and a subset of the problem setting. In
the single inference discussed above, of the total of 9 cycles of
production execution, 5 were concerned with matching settings.
This costly and compulsive matching seems, however, to be
necessary for good problem solving. For example, in the current
problem there are several densities, pressures, and heights. Without
careful matching between settings, the solver can easily "infer"
relations between quantities that in fact have no connection.

1.3. Reducing the Costs of Interpretive Matching

Because matching a principle to a setting is costly, it is crucial that
a solver develop good search procedures for locating principles
likely to produce useful inferences. The primitive search algorithm
embodied in production P1 (pick a principle involving the kind of
quantity you're trying to solve for) is certainly not good enough. The
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following paragraphs describe ABLE's ability to develop better
search mechanisms.

ABLE learns through two mechanisms proceduralization and
generahzation. The mechanisms implemented here are adapted
from those described by Neves and Anderson (1981). Similar
mechanisms have been implemented by (Newell, Shaw, & Simon ,
1960, Lewis, 1978, Hayes and Simon, 1974).

Proceduralization is a mechanism through which declarative
knowledge (e.g., the statement of a principle and a situation to which
it applies) can, through application in an example, be converted to
procedural knowledge of how to apply that principle to analogous
situations. Composition is the collapsing or compiling of procedures
so that they run more quickly and with reduced need for conscious
monitoring (Hayes and Simon, 1974).

In ABLE productions P1 and P4 (Figure 3) contain the capacity for
proceduralization. (These are the productions that use directly
declarative knowledge of relations.) When each of these
productions executes, it builds a copy of itself involving the specific
declarative entities from the relation being applied. Thus for
example, when P4 applies to the principle Ap  pgh, it may apply in
the form:

IF If the goal is to compare a principle to the current setting
and there are corresponding theoretical entities in the
principle and problem settings
and these entities refer to two physical entities of the same
type

THEN mark the two physical entities as corresponding.

This production builds a copy of itself of the torm:

IF the goal is to compare the principle Ap = pgh to the
current setting
and the density of a liquid in the problem setting
corresponds to the density in the principle setting

THEN mark this liquid in the problem as corresponding to the
liquid in the principle Ap = pgh.

This new production s part of the procedural knowledge needed to
apply the principle Ap = pgh.

As Neves and Anderson (1981) point out, these proceduralized
productions are almost always shorter (contain fewer conditions)
than the original general productions that built them. Thus they may
immediately provide the advantage of reducing working-memory
load. However. their main importance is that they are the ingredients
for building efficient productions that recognize useful
configurations in a problem and relate these configurations to
potentially useful principles.

The second mechanism of learning is composition. If two
proceduralized productions (any of those built by P1 and P4)
execute in sequence, they are combined to form a single production
that does the work of both. This is done first by collecting the
condition and action elements from both and deleting repetitions.
(Further details given by Neves and Anderson (1981).) For example,
the proceduralized production above can be composed with a
production built by P1in Figure 3 to form the following:

IF the goal is to find an expression for Ap of a fluid
and there is a density for the fluid

THEN set the goal to compare to the current situation the
principle Ap = pgh
with the correspondence between the pressure drops and
the densities already established.

Productions of this form. indicated by P8 in Figure 3 short-circuit the
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primitive search algorithm of P1. They do not, however, short circuit
all the interpretive matching between the principle and problem
settings. In the current case, ABLE must still match lines and points
and heights.. In human language the knowledge in a production like
P8 might be expressed, "I have to relate pressure-drops to density
and | remember there was a principle about that, so let me check
whether it applies.” Although such knowledge does not replace the
use of a general ability to apply a principle in a situation, a collection
of this kind of knowledge provides a means of locating principles
that are likely to prove useful. Furthermore, as proceduralization
and composition proceed, they build productions with more
information in their conditions. Thus the ability to recognize a
configuration in which a certain principle will be useful becomes
more and more accurate.

In the limit, if ABLE has worked many similar problems, it builds
productions like the following:

.

IF the goal is to find or justify an expression for pressure drop
and there is a density associated with a fluid
and there are two points in the fluid separated by a height

THEN there is a pressure drop between the two points, and its
value is Ap = pgh.

At this point ABLE has at least one of the capabilities necessary
for building what we have called a scientific representation for a
problem. On encoding a prcblem involving appropriate heighls and
densities, ABLE immediately knows that the problem also involves
related pressure drops, and ban use these entities as readily as any
in the immediate representations.

1.4. Settings for Learning

When can the learning involved in proceduralization and
composition occur? Clearly solving problems i1s one such setting.
However. as we shall see in our dic.zussion of human learners, it

seems likely that this learning also takes place during study of text
material. The following is one mechanism through which this might
occur.

Consider the textbook example in Table 1. Suppose the learner
considers the various inferences (labeled 1-9) as statements to bhe
understood or verified on the basis of previous knowledge. Then
understanding the sentence involving inference 4 involves exactly
the process discussed above. justifying the expression for the
pressure drops by using the principle Ap pgh. {f such reason-
giving is pait of active study of scientific text. then through reading
the learner should acquire some ability to recognize situations to
which principles will apply.

These comments are not limited to the study of text examples.
New principles themselves are presented in much the same manner.
A setling is described, and a sequence of inferences are stated,
ultimately leading to a statement of a new principle.

2. Human Learners

In previous work (Simon and Simon, 1978. Larkin, McDermott.
Simon, and Simon, 1980a, Larkin, 1981b), we have compared the
problem solving of true experts, individuals with extensive
professional experience in physics, with that of novices, individuals
whose experience is limited to the equivalent of less than one
college level course. The performance of the expert subjects would
correspond here to the ABLE model after all proceduralization and
composition had occurred. This very ABLE model is essentially
equivalent in performance to the models of expert subjects
described in earlier papers. Proceduralization and composition have
produced a collection of sensitive productions that can recognize a
configuration of knowledge in a problem situation, and make an
unmediate inference based on an appropriate principle.

The human solvers considered here are ll novices with respect to
the physics matenal. they knew varying amounts of general physics.



but none had previously studied fluid statics. The question is then to
what extent do human learners, confronted with a novel section of
physics text and associated problems, perform like the ABLE
system? The answer is that in interesting ways human learners are
more and less able. In this discussion we shall focus on the
performance of four subjects, two who look very much like the ABLE
system and two who look very different. These data are preliminary
and the support for features of the ABLE model is suggestive rather
than conclusive.

In individual sessions each subject was asked to talk aloud as
much as possible while reading a six-page discussion of fluid statics
from a physics textbook (Halliday and Resnick, 1970) and working
three associated problems. Subjects were given one and one-half
hours for the task, and were encouraged to work just as if they were
completing an assignment for a science course. -

Table 2 summarizes the characteristics of subjects we consider
more and less able learners, characteristics we discuss in the
following paragraphs.

2.1. More Able Learners
Reading

We have suggested in the preceding section that careful active
reading of text may be an important setting for acquiring the partially
proceduralized and composed productions that aid in locating
useful principles. Indeed the two more able subjects used a great
deal of effort in processing the text. First, both subjects began their
work by reading the text completely from beginning to end, although
both glanced at the problems before beginning to read.

Second, these learners show consistent evidence that they are
processing what they read carefully and conscientiously. The two
subjects interrupted their reading 53 and 70 times respectively to
make comments on what they were reading. Most of these
comments (75%, 81%) suggest that the subject is relating what is

Table 2: Characteristics of more and less able learners.

More Able * Less Able
Reading:
Aloud, Often silently,

usually few comments
Problem solving before
all text read
Rapidly
(e.g.,7 min, 5 min)

many comments
Reading precedes

problem solving
Slowly

(e.g.,19 min, 20 min)

Problem solving:

Correct or factor
of 2 error Other errors
No search Search common
Order of principles Order of principles
like ABLE means-ends

being read to previous knowledge ("Ok, intuition would tell you
that"; "..which is analogous to just the weight of something in
mechanics."), or expressions of understanding (e.g., "Ok, that's
easy enough").

Problem Solving
We consider here performance on the following problem, which is
very analogous to the worked example in the text (Table 1).

A simple U-tube contains mercury. When 13.6 cm of
water is poured into the right arm, how high does the
mercury rise in the left arm from its initial position?

The text provides the densities of water (1.0 x 10%g/m3) and
mercury (1.36 x 10‘kg/m3).

The two subjects solved this problem without any search through

Table 3: Order of major steps in solution to the U-tube problem by
(a) ABLE, (b) and (c) More able human solvers, (d) and (e) less able
: human solvers, (f) Text example.
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the text. They readily recalled the relevance of the U-tube example,
found the right page in the text, and based their solutions on
inferences made in that example. Thus before beginning the
problem solution, these subjects had some internalized knowledge
of useful principles to apply to a U-tube setting.

The order in which principles are applied is similar to that
generated by the ABLE system, and differs slightly from the order
presented in the original example in that information is generated in
a forward working manner so that information is always available at
the time it is needed. These data are presented in Table 3. Part (f) of
Table 3 shows the nine inferences, labeled 1-9 in Table 1, used by
the textbook in solving the analogous problem stated in Table 1. The
remaining solutions are for the problem solved by the human
subjects.

The two subjects considered here both solved this problem
correctly. All of the subjects we consider to be more able either
solved this problem correctly or made the simple error of solving for
the height of the original fluid (mercury) above the point C (Figure
1a), rather than solving for half that distance, the distance the
mercury rose.

2.2.Less able Learners

Reading
Unlike ABLE and the more able solvers, the less able solvers
skimmed through the text rapidly. The two considered here
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complained that reading aloud interfered with understanding and
were permitted to read the text silently, which they did rapidly (see
Table 2). These subjects also both stopped reading and began
solving the first problem as soon as they encountered material
relevant to it.

Problem Solving
Unlike the more able subjects, the less able subjects do search
through the text for appropriate relations. As Table 3 shows, S3 and
S4 each tried two ditferent principles. In all cases the selection was
preceded by an episode of searching the text material.

As shown in Table 3 the order in which principles are applied by.

the less able subjects is very different from that produced by the
more able subjects, by the ABLE system, and in the analogous text
example. The procedure of these subjects seems to be the
following: (1) search through the text for an equation that involves
distances (presumably because a distance is the quantity to be
found). This equation may be the equation resulting from the U-tube
example (subject S3 in Table 3) but it may not be (subject S4). (2)
Substitute values for quantities appearing in this equation, using as a
criterion for substitution merely left over that the value substituted
must be of the same type as the symbol for which it is substituted
(i.e., a height for a height, a density for a density). Indeed, even this
simple constraint is sometimes violated when subjects fail to
distinguish between pressure p and density p. (3) If after this
substitution all values in the quantity have been used, and there is in
the equation a quantity of the appropriate type (here distance) left
over. then solve the equation if possible. (4) If it is impossible to fit all
the information in the problem into the equation, then abandon it and
get a new one. (5) If there remain in the equation symbols not
assigned values, then search either for an expression involving this
symbol, or for some “standard" value for this symbol (e.g.,
atmospheric pressure).

This procedure is very different from that executed by ABLE.
However, it is not hard to see how such performance might be

produced by ABLE throuah appropriate delztion of strategic
knowledge. First. one v-ould have to use the initial ABLE system,
bzfore it had built any prccedural knowledge about applying
principles. This absence corresponds to the lack of processing of
the text observed in these human solvers. Second. one would have
to remove from ABLE its strategic knowledge that a principle can be
applied cnly if all aspects of the setting of th:it principle are matched
against the setting of the problem (production P4 in Figure 3). This
production would be replaced with one that would allow use of a
relation if all symbols in it could be matched by quantities of the
same type in the problem by quantities of the same type (i.e., a
length for a length). This uncritical matching perhaps is associated
with the less able subjects’ poor abilites for selecting useful
principles. They have to match a lot of principles, and so may do it in
a less costly way. even though this economy has devastating effects
on their problem solutions. With these changes the ABLE system
could produce any of the incorrect solutions we have observed in
the less able subjects.

The result is a weak means-ends procedure of searching for
relevant principles observed elsewhere in novice solvers (Simon and
Simon. 1978, Larkin, McDermott, Simon, and Simon, 1980b). A first
principle is proposed because it contains a quantity of the type to be
solved for. Subsequent principles are proposed because they . can
be used to replace in the original equation quantities without known
values. Substitution is based on the weak criterion that the two
quantities must be of the same type (e.g., two lengths, two
pressures).

Because of their uncritical matching of principles to the problem
situation. the errors made by the less able subjects are varied and
exotic compared to the simple "sensible™ error characteristic of the
more able subjects. The most common error is illustrated by subject
S3 in Table 3. The equation from the U-tube example is used, the
distance 13.6 cm 1s substituted for one of the distances in the
2quation. / and o, and the equation is solved for the remaining
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symbol for distance. However, as illustrated by subject S4, the
errors can be far more exotic. However, all errors are produced by
copying some equation from the problem, substituting for the
symbols in. that equation values that correspond in type, and then
solving for a symbol for distance.

3. Conclusion

As we have noted elsewhere (Larkin, 1981a, Simon and Simon,
1978) individuals trained in physics seem to work with mental models
that are different than those used by less trained individuals. In
particular, skilled individuals re-represent the problems in terms of
technical entities (e.g., pressure drops) that have no special
meaning outside the discipline of physics. Here we suggest that the
general learning mechanisms of proceduralization and compaosition
provide some explanation of how this ability to re-represent
problems might be acquired.

Our prototype ABLE system acquires a principle in declarative
form, as a student might by reading a chapter. This initial encoding
does not itself include any information about how or where to apply
the principle. Thus initial applications of the principle are
interpretive, achieved through general procedural knowledge about
how to apply any principle or definition. Through such application
ABLE builds new specific procedural knowledge associated with the
principle. Initially fragments of procedural knowledge aid in the
search process. They contain patterns of information that have been
used with that principle in the past, thus short-circuiting ABLE’s
original general and weak method of selecting principles. Ultimately
a principle can be completely proceduralized (for a set of analogous
contexts) so that application is completely automatic. This final
automatic knowledge may well be an ingredient of what one would
want to call an expert's mental model in which technical entities
(e.g.. pressure drops) are seen as readily as visible entities like
heights.
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Interestingness and Memory for Stories
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Abstract

Two experiments investigated the effects of
the number of interesting events in a story on
memory for that story. The results differed dep-
ending on whether or not the story followed a ste-
reotypical script. For script-based stories, ad-
ding interesting events spaced throughout the
stories decreased the stories” memorability. How-
ever, for non-script-based stories, adding a few
interesting events aided memory for the stories,
but adding too many decreased memory. These re-
sults were interpreted in terms of a limited res-
ource model of story understanding that focusses
processing on interesting events.

Introduction

One of the major problem areas for theories of
language understanding 1is how to determine which
inferences are important to make while understan-
ding a story and which inferences are not important
to make. When inferencing is left uncontrolled, a
combinatorial explosion of inferences is often the
result.

Schank and Abelson (1977) proposed a group of
higher level knowledge structures (scripts, plans,
goals and themes) that constrain inferencing to
only the most relevant paths, but Schank (1979)
concluded that even more constraint was needed. In
particular, he proposed that interestingness be
used to guide inferencing: i.e., that the infer-
encing process should concentrate on the most in-
teresting events in a narrative. Schank argued
that an interestingness value could be assigned to
events in narratives using the criteria that some
events are inherently interesting (e.g., sex, death
and violence are always interesting) and other e-
vents are interesting in certain contexts (e.g.,
taking off one”s clothes in public 1is interesting
but not in private). These interestingness values
can then be used to focus the inferencing processes
on only the most interesting events in a narrative.

Lehnert (1979) extended this analysis by ad-
ding the notion of resource limitations and making
predictions for the recall of stories. One of the
predictions was that adding interesting events to a
story will improve its memorability because they
provide markers around which events in the story
can be organized. However, because processing
resources are limited, adding interesting events to
a story will only aid memory up to a certain point.
If a story contains too many interesting events
then there will be too many high priority events
competing for the limited processing resources, 80
this "overload" condition should also be detrimen-
tal to recall of the story. We conducted two ex-
periments to test these predictions.

Number of Interesting Events
Experiment

In this experiment we explicitly tested the
prediction that as the number of interesting events
in a story increased, the memory for the story
would first be aided and then be hurt. In partic-
ular, we designed four stories of 20 events each
such that wup to nine unrelated but inherently in-
teresting events could be substituted for uninter-—
esting events with minimal change in the sentences.
For example, one story about a visit to a library
contained the following two uninteresting events

On her way Mary passed a friend
and remembered she was in her class.

The first sentence here can be made interesting by
merely substituting "prostitute" for. "friend."

Two of these four stories were based on ste-—
reotypical scripts (visiting the library and eating
at a restaurant) while the other two were not
(walking in the park and visiting a private club).
We wrote four versions of each of these stories.
These versions differed only in the number of in-
teresting events. One version had 0, another had
3, a third had 6 and the final one 9. These in-
teresting events were distributed evenly throughout
each story version. .Our main interest was in how
this number of interesting events would affect the
subjects” recall of the stories. We gave the four
stories (one in each version) to 32 subjects to
read (8 subjects saw a given version of a given
story), then after a 15 minute intervening task the
subjects were given the story titles and asked to
recall as much as they could from the stories.
These recall protocols were then scored for the
gist of the events in the stories.

Table 1 gives the percentage of the story

statements recalled for each version of the stor-
ies.

Table 1

Percent of Story Statements Recalled in First
Experiment

Type of Story Number of Interesting Events

0 3 6 9
Script 65 51 52 56
Non-script 53 59 49 42

The results were quite different for the different
kinds of story. In particular, the non-script
stories followed the predicted pattern: i.e., ad-
ding 3 interesting events improved recall but ad-
ding more hurt recall. However, recall of the
script stories was best with O interesting events,
second best with 9, and worse with the intermediate
values of 3 and 6.
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Our interpretation of these results is that in
the script-based stories there is already a story
organization (namely, the script), so adding in-
teresting events 1s harmful to recall because the
existing organization is disrupted. In the 0 1in-
teresting events condition, subjects can recon-
struct a script-based story during recall by merely
remembering that it was a typical implementation of
the script (e.g., a typical library story). Howe-
ver, adding interesting events makes straight re-
construction no longer possible. The slight upturn
at 9 interesting events might occur because by this
time the subjects have completely abandoned trying
to use the script as a reconstruction aid and
merely focused on the interesting events as memory
organizers.

With the non-script stories, on the other
hand, the results were as predicted because there
was no strong preexisting organization in the 1in-
teresting events condition. Specifically, adding 3
interesting events aided recall, but the 6 and 9
events conditions led to worse recall because of an
overabundance of interesting events.

Massed and Spaced Interesting Events
Experiment

In this experiment we explicitly tested the
prediction from Lehnert’s limited resource model
that it is the density of interesting events rather
than the absolute number that determines recall.
In the first experiment, the number of interesting
events in the story was confounded with the density
of interesting events. In this experiment we wused
the same basic stories but had only the O and 3
interesting events conditiomns. Now, however, we
varied density independently of number by having
the interesting events either be located adjacent
to one another (the massed condition) or be evenly
spaced throughout the story as before (the spaced
condition). The procedure was the same as in the
first experiment with 24 subjects this time (but
still 8 per group).

Table 2 gives the percentage of the story
statements recalled in the versions of the stories.

Table 2

Percent of Story Statements Recalled in Second
Experiment

Type of Story Number of Interesting Events
0 3 Spaced 3 Massed
Script 55 58 64

Non-script 50 55 46

As with the first experiment, the results were
quite different for the two types of stories. With
the script stories, there was essentially no
difference between the 0- and 3-spaced conditions,
but the 3-massed condition led to better recall of
the story. With the non-script stories, on the
other hand, the results confirmed the expectation
that the spaced interesting events would improve
recall, while the massed ones would decrease
recall.

Our interpretation of these results 1is that
with the script-based stories, having the disrup-
tive interesting events massed allows the reader to
store them 1in memory as separate units which is
harder to do if the interesting events are spaced
throughout the story. Thus the massed condition
facilitates a memory representation like the one
proposed by Graesser, Gordon, and Sawyer (1979) --
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namely, remembering the story as a script plus a
list of deviations.

With the non-script stories, on the other
hand, such a representation is not possible because
there are no organizing scripts. In these stories,
the interesting events provide the organization for
the story and the construction of this organization
during reading is facilitated by having the inter-
esting events spaced throughout the story. If the
interesting events are massed, the limited resour-
ces available for processing are "locally over-
loaded" so0 the memory for a story with massed in-
teresting events is even worse than one with no
interesting events.

Conclusions

The non-script stories conformed to our ex-
pectations that adding a few interesting events
spaced throughout a story would increase the
story’s memorability, but that adding too many in-
teresting events or having them massed together
would decrease the story” s memorability. The re-
sults were different, however, if the stories were
highly stereotyped, script-based stories. In par-
ticular, adding interesting events to script-based
stories disrupts the existing script organization
and hence led to less memorable stories unless
these disruptive events were massed together in the
story. Thus a writer can "spice up" a text by ad-
ding inherently interesting statements, but this
procedure will increase the reader s memory only if
the text was poorly organized originally.
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Use of Goal-Plan Knowledge
In Understanding Stories

Edward E. Smith & Allan M. Collins
Bolt Beranek and Newman Inc.

There- seems to be a growing

consensus among researchers that
understanding a story involves
constructing a representation of the
characters” goals and plans (e.g.,
Rumelhart, 1977; Schank & Abelson, 1977;
Wilensky, 1978). There 1is, however,

relatively little experimental evidence
for people”s on-line construction of such
goal-plan representations, and the
purpose of the present experiment was to
provide such evidence.

In our paradigm, subjects are
presented a five-line story, one line (or
sentence) at a time. Subjects press a
button as soon as they understand a
sentence, and the sequence of reading
times obtained with a particular story is
assumed to of fer a line-by-1line
description of the process whereby a
representation is constructed for that
story. The general idea behind our
study was to systematically delete
mention of certain goals and plans needed
to understand the story, and to see if
readers then took longer at lines where
they would have to infer these missing
goals and plans.

To get more specific, we have to
deal with a story in detail. Consider
then the following story about an
operation.

1. wWhile John was 1laid off, his
wife became seriously ill.

2. John needed money to pay for an
operation.

3Ja. He decided to borrow money from
his Uncle Harry.

3b. He would give his Uncle Harry a
quick call.

3c. He had to find out Uncle Harry”s
phone number.

4. John reached for the most recent
suburban directory.

5. John was overjoyed Uncle Harry
agreed to the loan.

By our analysis, this story can be
represented by four 1levels of embedded
goals and plans, where each level
contains one goal and its associated
plan. At the first or top level would be
John”s goal of his wife getting better
(an inference from line 1) and his plan
of getting her an operation (inference
from line 2). A precondition for the
"operation" plan, however, 1is that the
person have money, and this precondition
becomes the goal at the second level (it
is explicitly stated in 1line 2), while
the plan at the second level is to borrow
money (see 1line 3a). The "borrow" plan
also has a precondition, namely being in
contact with the lender, and this becomes
the goal at the third level (see line
3b); the plan at this level is to phone
the 1lender (see line 3b). Finally, the
"phone" plan has as a precondition that
one know the telephone number, and this
is the goal at the fourth level (see line
3c); the plan at this level is to use the
directory (see line 4).

None of our subjects saw this full
version of the operation story. Rather
they saw a version with two lines
deleted. As an example, some subjects
read the story with 1lines 3a and 3b
deleted. We expected these subjects to
be relatively slow in reading 1line 3c
because there 1is a sizeable gap between
the goal mentioned in it and the goal
and plan given by the directly preceding
line 2. That is, by deleting lines 3a
and 3b, we gapped a couple 1levels of
goals and plans and our subjects must
fill this gap when reading line 3c, which
should take time. When these subjects
get to line 4, however, they should read
it relatively quickly; for now there |is
no gap in the underlying goal-plan
representation that needs to be filled.
In contrast to the case just described,
other subjects read the operation study
with lines 3b and 3c deleted. These
subjects should read line 3a relatively
quickly (there is no gap to fill in the
goal-plan representation), but read line
4 relatively slowly (two levels of goals
and plans have been gapped, and need to
be filled at this point).
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So, by varying which 1lines of the
story are deleted, we can manipulate the
size of the gap that a reader must fill
when reading a particular story line.
Since these gap-sizes are measured in
units of wunderlying goals and plans, a
finding that reading time increases with
gap size would be evidence for the
on-line construction of a goal-plan
representation.

With stories like the operation one,
we have obtained the predicted gap-size
effect -- the time to read a line
increases monotonically with the number
of goals and plans that have to be filled
in at that point -- though its magnitude
tends to be greater on some lines than
others. We were concerned, however, that
the gap-size effect might only occur with

stories that explicitly emphasize
characters” intentions, 1i.e., readers
might only construct goal-plan
representations for stories that

explicitly use intentional constructions
like would give and decided to. For this
reason (and others) we rewrote our
stories so that sentences that were once
intentional 1in tone now became actional.
This required changing the order of the
rewritten sentences, since the
chronological order for actions 1is the
reverse of that for intentions. 1In the
actional version of the operation story,
for example, John first reaches for the
directory, then finds Uncle Harry”s new
number, then calls him, and then asks him
for a loan -- the opposite order of lines
3a, 3b, 3c, and 4 in the original story.

Once having created these actional
versions of the stories we then varied
which lines were deleted, thereby varying
the size of the goal-plan gap that the
reader had to fill. We again found that
the time to read a sentence increased
with 1its associated gap size (though
again the effect”s magnitude depended on
the exact 1line being read). These
results suggest that people construct
roughly the same goal-plan representation
of a story regardless of whether the
story emphasizes the characters” actions
or intentions.
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INFERENCES IN STORY COMPREHENSION
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Department of Psychology
University of Colorado, Boulder

Abstract

Predictions were made about the types and
the number of 1inferences to be found in
the verbal protocols of subjects reading
difficult to understand texts. The pred-
ictions were made on the basis of two al-
ternative models of inference generation,
the backward bottom—up inference and the
forward bottom-up inference. It was also
hypothesized that plan-goal and script
inferences would be stored longer in STM
than coreference and role identification
inferences. This implies that plan-goal
and script inferences are more 1likely to
be reported than coreference and role
identification inferences. The protocol
analyses support the backward bottom-up
inference model and support the assumed
length of storage in STM of the different
types of inferences.

1.0 Introduction

The study of the generation of infer-
ences 1in text comprehension is important
because it is believed to be one of the
main mechanism by which a cohesive text
representation is built. While inferences
are not to be equated with expectations,
it has not always been clear how infer-
ences interact with top-down processing.

Some researchers have proposed a for-
ward bottom-up inference model. The
inferences generated at the input of a
sentence are strictly determined by the
local information in the sentence and they
are unconstrained by the context (Rieger,
1975; Thorndyke, 1976). In Thorndyke's
model (1978), diverse forward bottom-up
inferences are generated from each new
input sentence. Their number depends on
the presentation rate of the text, the
difficulty of the text, the purpose in
reading, etc. Some of these inferences
could then be compatible with an incoming
sentence, facilitating its comprehension.

Other researchers have proposed back-
ward, constrained models (Haviland and
Clark, 1974; Kintsch and van Dijk, 1978;
Wilensky, 1978). The inferences generated
from the input sentence are constrained by
the previous sentences. The inferences
are produced specifically nghgétablish_:;
coherence relation between Ebg'ggmantié
representation of the current sentence and
the representaffbﬁ_gf the text. The t}EE
and number of inferences generated are

constrained by the context.

Consider a simplified illustration of
Wilensky's algorithm to explain events
(1978). The inferences generated from an
event are possible plans for that event.
Those plans are checked to see whether one
of these plans 1s a known plan, or is a
plan for a know goal, or is a plan for a
known theme, or 1s an instrumental plan
for a know plan. Constraints are provided
by already asserted or inferred themes,
goals or plans, and by the fact that ac-
tions must be explained relative to them.

Experimental evidence seem to be
somewhat more in favor of a backward, con-
strained generation of inferences. The
results of Thorndyke's experiment (1976)
were proposed as a support for a forward
bottom—up 1inference model. However, this
experiment might suffer an identifiability
problem. Using previously experimentally
derived 1inferences, a recognition test
with those inferences and sentences of the
texts is given. It is found that the
false alarm rate for compatible inferences
is greater than for 1ncompatible infer-
ences. However, such predictions can be
derived as well from a backward bottom-up
inference model than from a forward
bottom—up inference model. A backward
inference model will predict that the com-—
patible inferences, that is, those which
establish coherence, become part of the
text representation and are likely to be
falsely recognized as text sentences (see
Keenan,McKoon and Kintsch, 1in Kintsch,
1974). Incompatible inferences, which do
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not establish coherence, do not become
part of the text representation and are
not likely to be falsely recognized.

In an experiment by Miller and
Kintsch (1980), subjects have to produce
continuations for a sentence presented by
itself, in a specific context establishing
clearly a main topic, or in a non-secific
context suggesting many topics. It is
predicted and found that the subjects in
the no or non-specific context will rely
on the local constraints provided by the
target sentence to produce these continua-
tions. On the other hand, it is predicted
and found that subjects in the specific
context condition will produce continua-
tions related to the main topic. Any
model of inference generation, backward or
forward, will predict the continuations to
be determined by the local constraints in
the no or non-specific contexts. However,
a forward inference model cannot account
for the fact that the continuations pro-
duced in the specific context condition
are all related to the main topic (con-
strained), while a backward inference
model predicts just that.

2.0 Method and Predictions

The study to be presented makes pred-
ictions over the types and the number of
inferences likely to be found in the ver-
bal protocols of subjects reading diffi-
cult-to—-understand texts. These predic-
tions are based on the two alternative mo-
dels of inference generation, the forward
and the backward models, they are based on
assumed or known properties of the memory
storage of inferences, and they are based
on the theory of verbal reports (Ericsson
and Simon, 1980).

Nine subjects were trained to make
thinking-aloud and retrospective reports
on their inferences on twelve practice
texts. It was emphasized that they should
not try to report all the inferences that
they could eventually make, but only re-
port the inferences they were making auto-
matically, without effort. However, they
were also instructed that some texts might
be harder than others and that it would be
normal to find the production of infer-
ences more difficult in those cases, but
still to report them.
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The texts used were "“Paul's Outing”
(Collins, Brown and Larkin, 1977), “"The
Crowd", an adaptation of a text wused by
Bransford and Johnson (1973), and "Noon,
Downtown", a short humourous narrative.
In all the texts, the last sentence indi-
cated clearly the topic of the text. The
text "The Crowd” is more descriptive than
narrative.

For an inference to be reported, it
must be stored in STM and during a minimal
amount of time (Ericsson and Simon, 1980).
Inferences likely to be reported are
inferences of plans and goals, and infer-
ences of scripts (Schank and Abelson,
1977). 1In the protocols, explicit infer-
ences of plans and goals would be like:
"The driver went underneath the truck to
repair it.”. Explicit inferences of
scripts would be like: "This is going to
be about traffic.” or "He seems to go to a
movie.".

Inferences of plans and goals are
likely to be reported because they are the
ma jor coherence relations in the text re-
presentation of narratives. They need to
be stored long enough in STM (short term
memory) to build the cohesive text repre-
sentation and they become a permanent part
of the text representation. Inferences of
scripts are likely to be reported because
the scripts are used to interpret a cer-
tain number of sentences and are the basis
of the text representation.

Inferences not likely to be reported
are coreference relations and role iden-
tifications. Coreference relations are
the determination of the referent of a
pronoun or a definite description. They
are often made automatically, on the basis
of the structure of the text, without re-
quiring STM to store intermediate computa-
tions, and therefore, are not likely to be
reported. Role 1identifications are the
recognition that a story character or ob-
ject correspond to a script character or
object. The recognition is made on the
basis of functional or categorical infor-
mation provided by the text. Presumably,
this is  accomplised through direct
pattern-matching and therefore does not
use STM to store intermediate results and
cannot be reported. However, if the in-
ferred coreference or role identification
reveals itself to be inadequate, it 1is
likely that the reader will report the in-
adequacy and will report the new assign-
ment .



For each text, a set of inferences
were a priori derived and predicted to ap-
pear explicitly, either frequently or in-
frequently, in the protocols.

It is predicted that the most fre-
quent explicit inferences will be those of
plans and goals, and scripts. A related
prediction is that the most frequently im-
plicit inferences will be those of co-
references and role identifications. By
implicit, it is meant that the protocol
in icates rather certainly that the infer-
ence was made but only indirectly. For
example, suppose two of the sentences
were: "Paul plunked down $5 at the win-
dow....but he refused to take 1it.".
Suppose also that the protocol contains
something 1like: "Well, I couldn't under-
stand why John wouldn't take the change.”.
It 1s clear that the reader made the co-
reference relation  between "he”  and
"John".

According to the backward bottom-up
inference models, plan—-goal inferences
should be reported only after the event
they help to explain is read, and in most
cases, only one coherence relation should
be reported for that event. According to
the forward bottom-up 1inference models
(Thorndyke, 1976), numerous inferences

could be reported when a sentence is read,
potentially explaining an event in a
future sentence.

The protocols were analysed in terms
of the types and frequency of the expli-
citly and implicitly reported inferences.
A simple consistency checking was per-
formed on the classification of the infer-
ences using a third of the protocols (9
out of 27). The consistency estimate was
about .95.

In every case of a reported coherence
relation, 1t has been reported after the
event it explained, and in only one case
has there een ore than one coherence re-
lation proposed (there were two). This is
consistent with a backward bottom-up
inference model.

Table 1 presents the types, predicted
frequencies and observed frequencies in
the protocols of the a priori determined
inferences.

The overall frequency of the predict-
ed frequent inferences is .65, and of the
unfrequent ones is .ll1.

As was predicted, plan-goal and
script inferences are much more ferquently

reported than coreference or role identif-
ication inferences.

Table 2 presents the frequencies of
inferences explicitly generated, implicit-
ly generated and of inferences for which
there 1is no indication in the protocols
that they have been made. The data are
summed over the two methods because while
there is a slight tendency for more infer-
ences to be reported in the thinking-aloud
reports, this is not true for all stories.

Script and plan-goal inferences are
more often explicit than implicit or not
mentionned, while coreference and role
identification inferences are most often
implicit.

The location and the number of in-
ferred cohecrence relations support a back-
ward bottom-up inference model. The gre-
ater frequency of reported plan-goal and
script inferences is consistent with their
assumed length of storage in STM and LTM.
The relative unfrequency of role identifi-
cation and coreference inferences supports
their assumed automaticity and lack of use
of STM to store intermadiate results.

The somewhat less good fit of the
data to the predictions in "The Crowd"
might be due to the fact that "The Crowd'
is more descriptive than narrative anc
that the models for inference generatior
were devised for narratives.

Table 1
Observed frequencies of each instance
of the predicted inferences
summed over the two methods

NOON, DOWNTOWN (each on a total of 5)

Predicrea frequent,
P8 CaUsSe p g P K PR PR P8
5 3 4 1 4 2 3 M= .6

Predicted unfrequent:
None of the 6 instances of coreferences
has been observed in any protocol M= .0
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PAUL'S OUTING (over a total of 6)

Predicted frequent:
P™8 P8 P8 P8
5 5 6 5 M= .9

Predicted unfrequent:
cor cor role role role role cause

1 2 0 1 0 1 0
role cause
0 2 M= .1

THE CROWD (over a total of 6)

Predicted frequent:
SCr SCr p—g SCr SCr cause scr
1 3 4 2 4 1 3 M= .5

Predicted unfrequent:
role role cor role cor
1 1 0o 1 0
impl impl
2 1 M= .2

[

p—g = plan—-goal role
role-identification
scr = script impl

M = mean

implicature

Table 2
Types and frequencies of inferences
as a function of stories
and methods.

NOON, DOWNTOWN

EXPLICIT IMPLICIT NOT FOUND
21 p-g 6(2) p-g 3(5) p-g
0 cor 12 cor

PAUL'S OUTING

EXPLICIT IMPLICIT NOT FOUND
20 p-g 3(2) p-g 1(0) p-g
3 cor 9 cor
2 role 12 role
1 cause
THE CROWD
EXPLICIT IMPLICIT NOT FOUND
16(15) p-g 7 role 11(12) p-g

5(4) role 7 cor
3 impl 1(0) p-g
1 cause

1(0) cor
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Sell-Embedding is Not
A Linguistic Issue®

John M Carroll
MIT Linguistics and Philosophy Dept.
and IBM Watson Rescarch Center

Anyone familiar with language research over the last 25 years

or so will be no stranger to examples like these:

The woman died.

The woman the man met died.

The woman the man the girl loved met died.
Such examples have an illustrious past, both in the formal study of
language and in the psychology of language. The sell-embedding (SE)
property they display singularly places natural language syntax beyond
the generative capacity of finite devices (Chomsky, 1959).** The
interaction of SE with language comprehension entrains a remarkable
phenomenon: one (or zero) levels of SE cause no noticable increment
in comprehension difficulty, but two (or more) levels are typically
associated with substantial impairment of comprehension (e g., Miller
and Isard, 1964).

Explaining SE. This remarkable fact has maintained the study
of SE as a preeminent topic in psycholinguistics. A variety of accounts
have becn produced The earliest accounts tended to emphasize the
extent to which SE overtaxed memory resources for speakers and
hearers (Miller and Chomsky, 1963: 470(f.; Yngve, 1960). Later
accounts tended to focus on the kinds of operations that were invoked
in the course of processing SE structures (Miller and Isard, 1964;
Bever, 1970). Significantly, though, all of these accounts regarded SE
as a general structural property -- whose expression in language was of
special interest -- not as a property unique to language ex hypothesi.
Miller and Chomsky (1963: 484) write "Self-embedding of such great
theoretical significance ... that we should certainly look for occurrences
of it in non-linguistic contexts." Bever (1970) cited as one of the
strengths of his account of SE processing problems that analogous
principles seemed to explain phenomena in visual perception.

Clearly though, there is another theoretical option. One could
hypothesize that SE phenomena are special to language. On such a
view, the natural explanatory mechanism for the interaction of SE with
sentence comprehension would be language-specific -- not some gener-
al property of memory or perceptual process as suggested by Bever,
Miller and Chomsky, etc. This view is (often implicitly) adopted by
many natural language parsing theorists. A recent example is Fodor
and Frazier (1980) who suggest that the interaction of SE with sen-
tence comprehension be theoretically reconstructed as a parsing princi-
ple attaching an incoming word or phrase into its surface structure
using the smallest possible number of new nonterminal nodes (Fodor
and Frazier, 1980: 426-434). (See Carroll, 1981; Ford, Bresnan, and
Kaplan, 1981, and Wanner, 1980 for further discussion of this mod-
el.)

The question of whether gencralizations about SE phenomena
are linguistic or still more general is a question of fact. But it is worth
emphasizing that assumptions one way or the other lead immediately
to empirical consequence. For example, the assumption that SE is
strictly linguistic actually does some work in the analysis of Fodor and
Frazier. The single strong distinction Fodor and Frazier (1980) are
able to draw between their model and that of Wanner (1980) turns
precisely on their language-specific analysis of SE phenomena.

While the resolution of this issue may ultimately be decided on
theoretical grounds, | will focus chiefly on the presentation of data

whose prima facie analysis entails the view that the correct level of
generalization for addressing SE phenomena is something like
"complex sequences' 1 will discuss examples from film, dance, music,
and social interaction Then, I will turn back to the theorctical level
and outline a proposal, following Bever's (1970) Double Function
Hypothesis.

Film. An obvious candidate for SE analysis in film is the
"flashback” scene: an entirc scenc is embedded into another scene. In
the cinema of D.W. Griffith, for example. a scene (S) can consist of a
long-shot (L) followed by a series of detail-shots (D) A dectail-shot
may itself include a scene. This has the effect of embedding a scene
within a scene In Carroll (1980: 61-63) | have discussed the follow-
ing grammar-fragment as the basis of a formal analysis of this sort of
composition®

S==>1L+D*

D==>D"+S+ D’
The right-hand side of the second rule introduces the "prime" as a
notation to indicate that a return is structurally implied. This amounts
to a special sort of indexing

Several examples of this structure occur in Griffith's Broken
Blossoms. Richard Barthlemess, as the Chinaman, casts a misty-eyed
look within a detail-shot, and immediately there is a cut away to a
flashback of his youth. It would not have been possible for Griffith to
cut away from Barthlemess, show the flashback, and then proceed with
the story-line without first returning to Barthlemess. The return is
obligatory; it is part of the structure of (Griffith's) cinema. As subse-
quent examples will show this is the crucial property of sequences that
affords SE. If a sequential domain has a structure strong enough to
afford obligatory returns, it can have SE. (This, of course, is precisely
analogous to points made by Chomsky, 1959, with respect to lan-
guage.)

Dance. A well-known example of dance within dance is in the
Nutcracker Suite where several episodes of puppet-dance occur as part
of the ballet itself. More common, but also more subtle, are examples
in which a dance phrase (Lashcr, 1981) is interrupted, whereupon a
complete and distinct other phrase is danced, then finally the original
phrase runs to completion.

One class of such examples occurs when a female dancer is
lifted by a male dancer in classical ballet: the female assumes a rigid
posture while the male carrics her and continues moving; when she is
returned to the floor, the female continues with her own dance. Anoth-
er class of examples are cases in which a group of dancers assume rigid
postures while a subset, usually a couple or a single dancer, perform a
dance. At the completion of the embedded dance, the group resumes.
These latter types of examples have analogs in music where they are
easier to cite because of the available notation.

Music. Music has an extremely articulated structure and
affords several classes of SE structures. One of these is the cadenza: a
strong cadence is interrupted by a solo and then completed. For
example, the cadence 1-6/4 -- V7 -- |, closing a section of a violin
concerto, can be interrupted by a violin solo: 1-6/4 -- V7 -- Solo -- |

When the interruption amounts to a delay in the matrix struc-
ture, it is often called "parenthesis’ (Meyer, 1973). Meyer discusses
an example from Haydn's String Quartet in Eb Major, Opus 50 No. 3:
a melodic patterning of thirds Eb-G, F-Ab, implying G-Bb, and rein-
forced by harmonic and rhythmic patterns, is interrupted by a four
mecasure repeating a-b-a-b structure: "'. . the real melody is character-
ized by goal-dirccted motion: but the parenthesis is static." (p. 241)

Social interaction. For some yecars now, Sacks (1973) and
associates have been developing a theory of the structure of conversa-

tional interactions based on the "adjacency pair" unit. The paradigm
example is question/answer:

A: Do you know what an adjacency pair is?

B: No.
The implication of the "second pair part" entailed by the occurrence
of the "first pair part” is sufficient structure to support SE Indeed,
Goffman (1979: 258-9) noticed such examples.

Al: Can I borrow your hose?

B2: Do you need it this very moment?

A2: No.

B1: Yes.
Instead of answering A's initial question (and completeing an adjacen-
cy pair structure), B initiates a second question-answer adjacency pair.
When this second pair is complete, there is a return to the first struc-
ture. Goffman also noted an example of multiple SE (B is a trainman
in a station)"

Al: Have you got the time?

B2 Standard or Daylight Saving?

A3: What time are you running on?

B3: Standard.

A2 Standard then.

B1: It's five o'clock
Jeflferson (n.d.) has shown however that such cases of multiple SE are
extremely rare, although noniterative SE is quite common.

Indeed, it is striking that, as in the case of language, multiple

SE structures simply do not obtain  One certainly has flashbacks, but
never flashbacks within flashbacks When such structures are em-
ployed (as by Alain Resnais in Je T'aime, Je T'aime), they are em-
ployed precisely in order to confuse the vicwer with respect to tempo
ral scquence Analogously, onc cannot imagine straightforward con-
texts in which a dance phrase within a dance phrase within a dance
phrase could appear in a ballet One cannot embed a theme within a
parenthesis within a theme One cannot embed a play within a play
within a play Etc. In the final section of this paper | want to return
to the theoretical analysis of SE phcnomena and to suggest a general
account of this intermodal restriction.
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Double function. The double function principle can be put
quite simply as: "The same stimulus cannot be perceived in two incom-
patible ways at the same time." The prima facie force of the principle
in visual perception and language comprehension (Bever, 1970) and
cinema perception (Carroll, 1980: 190-193), exclusive of SE phenome-
na, has been reviewed elsewhere. As applied to SE, the line one would
want to run is that the categories "embedder” and "embeddee" are
perceptually significant and that accordingly an object of perception
cannot simultaneously be both embedder and embeddee. From this
the usual facts regarding SE follow.

This remains an empirical hypothesis, of course, but the plausi-
bility of the premises for the analysis is considerable. In contrast,
appeals to memory (Miller and Chomsky, 1963; Yngve, 1960) are less
compelling in that people typically can memorize multiple SE se- °
quences -- they just can't understand them Appeals to processing
constraint are either too vague to assess (Miller and Isard, 1964) or
tantamount to the proposal under discussion (Bever, 1970). Finally,
the cross-modal evidence of SE and the iterative SE constraint strongly
indicate that language-specific analyses are missing the true generaliza-
tion.
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Notes
*This work was facilitated by a fellowship from the National
Science Foundation and a sabbatical leave from the IBM Corporation.
I am grateful to Tom Bever, Jeff Coulter, Len Meyer, and Margot
L.asher for discussion and criticism.
**I will presuppose, but not review, the standard distinction

between "nesting' and "sclf-embedding” (Chomsky and Miller, 1963).
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Center-Embedding Revisited

Michael B. Kac
Dept. of Linguistics
University of Minnesota
Minneapolis, MN 55455

The severe comprehension difficulty associated
with certain center-embedding constructions is per-
haps the best known of psychosyntactic phenomena.
Most attempts at explanation have been variations on
a single theme--that the c.e. configuration leads to
an overload of short-term memory during processing.
That this is not the whole story can be seen from con-
sidering the fact, rarely noted, that c.e. construc-
tions exist which are understood quite easily, e.g.

(1) If either the Pope is Catholic or pigs
have wings then Napoleon loves Josephine.

To this observation it might be replied that it is
not c.e. per se that causes difficulty, but rather
MULTIPLE c.e.; thus, (1) would not be expected to
pose problems since it is embedded only to a depth
of 1. But the same is true of

(2) If if the Pope is Catholic then pigs
have wings then Napoleon loves Josephine,

which is, at best, at the outer reaches of comprehen-
sibility.

The facts regarding (1-2) can be accounted for by
a few simple assumptions. The first is that consti-
tuent recognition is carried out in strict left-right
fashion; assume further that in attempting to ana-
lyze (1-2), the parser has at some point built a
structure of the form

(3) If/either Sy then/or 52 then 53.
and that at this point the following procedures are
invoked:

(4) a. When an if is encountered, open an S
at that point; the locate the first
then to the right of this if and close
at the end of the S immediately follow-
ing.

b. When an either is encountered, open an
S at that point; then locate the first
or to the right of this either and close
Tat the end of the S immediately follow-
ing.

Applied to (1), (4) will operate in straightforward
fashion; it will close the S beginning with if di-
rectly after S,, and the S beginning with either di-
rectly after S». Applied to (2), however, it will
misparse, closing the S beginning with the first if
prematurely after S,--a garden path effect of a famil-
iar kind. A parallel account can be given of the dif-
ference between

(5) a. That for Harry to like Maxine would
annoy Fred bothers me.

b. That that Harry likes Maxine annoys
Fred bothers me.

where both involve nesting of complementizer-verb de-
pendencies, but where (5b) is considerably more diffi-
cult to process than (5a). Assume that complementi-
zers are associated with the verbs that they mark as
non-main by the following procedure:

(6) a. Link each for and to to the first
infinitive to its right.

b. Link each that to the first finite
verb to its right.

In (5a), that is linked to would while the for and to
are both Tinked to like, as desired; in (5b), howe-
ver, there will be a garden path since the first that
will be erroneously linked to likes rather than annoys.
Thus (5a-b) and (1-2) are treated analogously in that
that errors of prematurity are committed in the cases
that pose comprehension difficulty but not in the cases
that don't.

The general idea embodied in the foregoing can be
further extended. Consider Object relative construc-
tions like

(7) a. The rat that the cat chased squeaked.

b. The rat that the cat that the dog bit
chased squeaked.

Examples of this type are perhaps most familiar from
discussions of c.e. That (7b) should be more diffi-
cult to process than (7a) falls directly out of gene-
ral design features of a syntactic parser currently
under investigation called MULTIGAP ('multiple pass
group-analyzing parser') and is, moreover, attributed
to a garden path effect much Tike the ones hypothesized
in the earlier cases discussed. In MULTIGAP, although
simple NP's (i.e. NP's without clausal modifiers) are
jdentified early in parsing, recognition of complex
NP's is forestalled until after an exploratory phase
during which the parser builds a structural represen-
tation called a PREANALYSIS, in which the sentence be-
ing parsed is parcelled up into a sequence of units

called BOUNDED GROUPS (b-groups). A key notion here
is that of the TRANSITION from one predicate to the
next (or from the last predicate to #), i.e. the ma-
terial that intervenes between the former and the lat-
ter. If conditions are satisfied for construing the
latter as subordinate to the former (e.g. if there is
an overt subordinator in the transition) then the tran-
sition is of one type, labelled B'; otherwise, it is
of a different type, labelled B. Cross-cutting this
dichotomy is a distinction between STRONG and WEAK
transitions. [If the transition from a predicate of n
places to the next predicate, or to #, contains at
least n-1 NP's, it is strong, weak otherwise. In (7b),
the transitions from bit to chased and from chased to
squeaked are both weak, while that from squeaked to #
is strong. Abbreviatorily, the four transition types
are labelled s (strong B), w (weak B), s' (strong B'),
and w' (weak B'). The parser not only types transi-
tions according to this scheme, but also inserts into
each a special boundary marker, 11, to delineate b-
groups. If a transition is of any type other than s,
J is positioned directly after the initial predicate
in the sequence under consideration, otherwise direct-
1y after the last NP of the transition. (Recall that
simple NP recognition has already taken place.) The
preanalysis of (7b) is thus
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(8) The rat that the cat that the dog
bit J| chased J squeaked J| #

LA L0 s

Once the preanalysis is set, the parser looks for pos-
sible opening points of complex NP's--sequences of the
form NP-SUB-V and NP-SUB-NP. (The full MULTIGAP design
is capable of dealing with cases where no overt subor-
dinator occurs, but discussion will be limited here to
cases where there is such a subordinator.) The open-
"ing is labelled as belonging to type 1 (Subject rela-
tive) or type 2 (other) depending on which type of o-
pening sequence is found. Accordingly, the parser will
find two type 2 openings in (8): the rat that the cat

and the cat that the dog. Closure is effected by a pro-

cedure which, if the opening is type 1, closes at the
first s to the r\ght but at the first w to the right
of a type 2 opening. Thus in (7a), the complex NP will
be correctly closed after chased, but in (7b), there
will be premature closure of the larger NP at w, ra-
ther than at w,, an error of prematurity exactly ana-
logous to thoseé discussed earlier. Note, moreover,
that c.e. of a type 1 relative in a type 2 construc-
tion poses no problems:

(9) The mouse that the cat who chased the rat
saw squeaked.

While (9) is not absolutely straightforward, it can

be understood with a little effort, which is not the
case with (7b) even though (9) is of the same depth
of embedding. The difference is accounted for in this
treatment by the fact that the larger NP is closed off
directly after saw (i.e. after the one w) while the
smaller one closes directly after rat--at the first s
Because there is only one w, no error of prematur1ty
occurs.

Complex NP's actually come in two varieties, which
we might call first and second degree; in a first de-
gree NP. there is only one predicate, while in a se-
cond degree NP the main predicate of the construction
has a complement. The two types of NP are somewhat
different in their behavior in that while type 2 NP's
of the first degree always end in w-transitions, a
type 2 NP of the second degree may end in either a w
or an s; thus compare

(10) a. The boy that Harry believes D likes
Maxine J] saw Sue ﬂ #l

5 35
b. The boy that Harry believes D Maxine
likes J] saw Sue ] s
W s

In (10a), the Subject NP ends at s, while in (10b) it
ends at w, corresponding to the fact that in the for-
mer case the head NP is the Subject of the complement
clause while in the latter it is the Object of that
clause. The parser copes with this fact by being e-
quipped with two closure mechanisms, one for first de-
gree complex NP's, and another for second degree NP's.
A first degree NP can be identified by checking to see
that no B' intervenes between the opening and the first
B to the right thereof; if such a B' is found, closure
is forestalled. Once all first degree NP's have been
closed, the parser closes second degree NP's by simply
looking for the first available B to the right of any
opening for which no corresponding closure has been
made. (Any B that has already been swallowed up in-
to a previously recognized NP is no longer available
for consideration.) It is a consequence of this fea-
ture of the parser that a second degree complex NP
with a c.e. first degree NP should be more easily pro-
cessed than one with a second degree NP, an expecta-
tion that is evidently borne out: compare
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(11) The boy who believes that the girl who
kissed Harry likes Maxine saw Sue.

which, 1ike (9), requires some effort, but is with-
in bounds; however,

(12) The boy who believes that the girl who
thinks that Harry likes Maxine saw Sue
kissed Samantha.

evidently is not. In the case of (11), the inner NP
is parsed first, then the outer one, and there is no
erroneous closure. In the case of (12), by contrast,
there are no first degree NP's, and the NP beginning
with the boy is closed prematurely, after Maxine.

Honesty compels mention of a perplexing case that
this approach cannot handle. If, in a c.e. type 2
relative of the first degree, one of the NP's is re-
placed by a pronoun, comprehensibility seems to in-
crease:

(13) The rat that the cat I saw chased
squeaked.

I have no explanation to offer for this fact.

A general assumption underlies the treatment ad-
vanced here, as follows: 1in an optimal parser, one
seeks the simplest procedures that will apply in error-
free fashion to the simplest cases--cases in which a
construction of type x contains no other constructions
of type x. Effects of the sort observed here are then
explained as being due to some of the more complex ca-
ses being tractable in terms of maximally simple pro-
cedures while others are not. Given the results de-
scribed above, the principle seems to have a measure
of plausibility as at least a working hypothesis.



The Comprehension of Focussed and
Non-Focussed Pronouns

Jeanette K. Gundel and Deborah A. Dahl
University of Minnesota

Gundel (1980) has shown that farucc<ed nranannc
like the underlined form in (1) and non—focusseq
pronouns like the underlined form in (2) have different
communicative functions.

(1) Q. Who did they call?
A. Pat said they called HER.

(2) Q. Has Pat been called yet?
A. Pat said they called her TWICE.

The purpose of this paper is to investigate the possi-
bility that these different functions are associated
with different psychological processes underlying the
comprehension of pronouns.

We will begin with a brief description of the
linguistic differences between focussed and non-
focussed pronouns. The focussed pronoun in (1) is
a referring expression. Its function, like that of
other referring expressions, is to pick out and call the
addressee's attention to, some entity in the discourse
context. Thesediffer from full NP's only in that the
entity is assumed to be identifiable on the basis of its
presence in the immediate linguistic or non-linguistic
context. As with full NP's, focus on a pronoun is
obligatory when the pronoun is part of the comment of a
sentence (i.e. new information being asserted,
questioned, etc. about a topic), as in (1). Pronouns
which are topics can also be focussed, e.g. if there is
a topic shift or contrast as in (3)-(5).

(3) I asked Bruce about it. HE said he didn't CARE.
(4) THEM, I don't LIKE.

(5) Q. Are Bi1l and Mary still here?
A. HE went HOME, but SHE's in the other ROOM.

Non-focussed pronouns like the underlined form in ()
have no independent referring function. They are

always controlled by already established discourse or
sentence topics. From a communicative point of view,
they are almost completely redundant. Their function is
thus primarily syntactic. This distinction between
focussed and non-focussed pronouns is independent of
whether the coreferential full NP is in the same sen-
tence or in a previous sentence in the discourse.
Furthermore, as seen in (6) and (7), both focussed

and non-focussed pronouns can be non-linguistically
evoked.(Halliday and Hasan (1976) call this exophoric.)

(6) (A sees B reading an application and says)
Do you think we should ADMIT her? (non-focussed)

(7) (A hands an application to B and says)
Do you think we should admit HER?

Although focussed and non-focussed pronouns have
different lexical, syntactic and semantic properties,
linguistic theories of anaphora have not generally dis-
tinguished the two. This is no doubt due partly to the
fact that most theories of pronominal anaphora are
based on English, which has identical forms for
focussed and non-focussed pronouns and where the latter
differ from the former only in that they are unstressed '
and have corresponding phonological reduction in casual
speech. The one exception is the 3rd person neuter
singular it, which is always non-focussed.(see Linde
(1979) .For example

(8) Q. Which do you want?
A*I'1N take IT.

(9)* IT, I don't LIKE.

However, in many languages non-focussed pronouns differ
lexically from focussed ones. Some languages (e.g.
Irish, Spanish and Polish) have long form focussed pro-
nouns and corresponding short form , usually clitic,
non-focussed pronouns. Compare the Polish examples in
(10) and (11).

(10) Jan je tutaj. Ja go widzialam.
is here I him saw
"Jan is here. I saw him."
(11) Q. Kogo widziaJa§?
who  saw
A. Ja JEGO widziaJam.
I  him saw

(non-focussed)

"Who did you see?"
"I saw HIM" (focussed)

In most languages, the two sets of pronouns (commonly
referred to as non-emphatic and emphatic respectively)
are related historically, the non-focussed pronoun
being a phonologically reduced version of the focussed
one. There are languages however which have totally un-
related forms for focussed and non-focussed pronouns.
For example, in Fijian the 3rd person singular non-
focussed form is e and the corresponding focussed form
is koya. Finally, there are languages which allow, and
in some cases require, so-called zero anaphora (i.e.

no form at all) in those cases where English would

have a non-focussed pronoun. The following Mandarin
example from Li and Thompson (1979)is an illustration

of this.

(12) qi-le  shaY ai
bring-aspect water

"(He) brought the water."

Focussed pronouns, however, cannot be omitted in these
languages.

While the existence of zero NP-anaphora in
languages like Spanish, for example, has often been
linked to the fact that such languages have subject
agreement marking on the verb, it is important to point
out that such agreement is neither a necessary nor a
sufficient condition for zero NP-anaphora. As can be
seen from the example in (12), Mandarin allows zero NP-
anaphora even though it has no agreement marking on the
verb.

In addition to the lexical differences discussed
above, focussed pronouns differ from non-focussed
pronouns in their syntactic properties and in con-
ditions on coreference with other NP's . In English,
non-focussed pronouns are excluded from certain syn-
tactic environments. For example, a direct object must
precede an indirect object if the direct object is
? n?n-focussed pronoun , as illustrated in (13) and

14).

(13) Q. Did you give the books to Tom?.
A. No. I gave MARY the books
*them

(14) Q. Which books did you give to Mary?
A. 1 gave Mary THEM.

As (13) shows, it is not non-focussed NP's in general,
but only non-focussed pronouns, which are excluded fron
final position in such sentences.

On the other hand, some syntactic environments
require non-focussed pronouns, as illustrated in (15)
and (16).

(15) My pocket has a hole in it
*THAT
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(16) The old dog still has a lot of life left in "him
*HIM

Focussed pronouns also differ from non-focussed
pronouns in conditions on coreference. For example, a:
noted in Akmajian and Jackendoff (1970) only non-  u-
focussed pronouns can be coreferential with a follow-
ing full NP in the same sentence. Thus, John and he ca
be coreferential in (17) but not in (18).

(17) After he woke up, John went to TOWN.

(18) After HE woke up, John went to town.

Coreference assignments also differ depending on
whether the pronoun is focussed or non-focussed in
examples like (19) and (20).

(19) Mary called Alice and then SARAH called her.
(20) Mary called Alice and then Sarah called HER.

Since there are clear linguistic and functional
differences between focussed and non-focussed pro-
nouns, we would now like to address the issue of
whether these differences are reflected in differ-
ences in processing.

We suggested above that focussed pronouns
can refer to any entity in the immediate discourse
context. Non-focussed pronouns, on the other hand,
can only be coreferential with a subset of these,
namely established topics. If this is true, one
might expect that the proeessing of non-focussed
pronouns would be less complex since the set of
available entities is more restricted.

2514 Iheories of psychological processes underlying pro-
noun comprehension have generally not distinguished be-
tween focussed and non-focussed pronouns. Assumptions
about pronoun processing can be classified into two main
categories. The first, which we will refer to as the
Reference Search Hypothesis is stated explicitly in
Clark and Clark (1977, p. 78): "on finding a definite
noun phrase, search memory for the entity it was meant
to refer to and replace the interpretation of the noun
phrase by a reference to the entity directly." A similar
statement is found in Clark and Sengul (1979): "When
listeners encounter 'the woman' or 'she' they are
assumed to treat this as given information for which
they must find a referent. They then search memory for
the unique entity to which 'the woman' or 'she' was
intended to refer."(Note that under this hypothesis
pronoun comprehension is not assumed to be essential-
ly different from comprehension of full NP's.)Caramazza
and Gupta (1979) also seem to implicitly accept the
Reference Search Hypothesis when, in discussing some of
their stimulus sentences, they say:"the sentence materi-
als used in Experiment I could be expected to generate
this chain of events because the preposed subordinate
clauses do not contain enough information to guide the -
subject in the search for appropriate referents to the
anaphoric pronouns (emphasis added)

The second major kind of pronoun processing theory
may be referred to as the Topic-Stability hypothesis.

A pronoun, in this view, serves not as a signal to the
listerner to initiate a memory search, but rather as a
signal to assign coreference relations between the
pronoun and the discourse topic. A statement consistent
with this view, though not specifically proposing a
processing theory, can be found in Chafe (1974): "if
the explanation in terms of consciousness is correct,
it is misleading to speak as if the addressee needs to
perform some operation of recovery for given informa-
tion. The point is rather that such information is al-
ready on stage in the mind." Karmiloff-Smith (1980)
takes a similar view: "anaphoric pronominalization
functions as an implicit instruction for the addressee
not to recompute for retrieval of an antecedent
referent, but rather to treat the pronoun as the de-
fault case for the thematic subject of a span of dis-
course." She goes on to say that deviations from the
default (topic? case will be signalled by the use of a
full NP. As we have seen {e.g. example (3) above)

such deviations can be signalled as well by the use of
a focussed pronoun.
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If the two pronoun functions discussed above
are associated with differences in processing, it
may be that both the Reference Search Hypothesis and
the Topic-Stability Hypothesis are correct. Reference
search may be used in processing focussed pronouns
and topic-stability may be used in processing non-
focussed pronouns. Assuming that executing a ref-
erence search is a more complex task than assign-
ment of reference to a discourse topic, this dual
process hypothesis predicts that processing focussed
pronouns should be more difficult than processing
non-focussed pronouns. This hypothesis would also
seem to predict that no differences should be found

in processing between sentences which both have non-
focussed pronouns. Previous work, however, has found
such differences. Caramazza and Gupta (1979), for
example, found differences in reaction time to naming
the NP coreferential with a non-focussed (it would have
been unstressed had it been presented auditorily)
pronoun depending on pragmatic and syntactic factors.
According to the Topic-Stability Hypothesis, these
differences should not have been found. However, the
prediction made by this hypothesis depends on the
fact that unstressed pronouns must refer to the dis-
course topic. Sentences presented in isolation, as in
Carmazza and Gupta's study, may be ambiguous with
respect to discourse topic. If more than one entity
is eligible to serve as the discourse topic, then a
reference searcn might be necessary even for an
unstressed pronoun, although the number of entities

to be examined might be smaller than for a focussed
pronoun. Thus, these results do not seem to provide

a serious counterexample to our proposal.

The only previous study to directly address
the question of comprehension differences between
focussed and non-focussed pronouns is Maratsos (1973).
He found that focussed pronouns of one type (that is
the role-switch type seen in (20)), were more
difficult for children to comprehend than unstressed
pronouns. He interprets this difference to the
operation of a role stability strategy that tells the
child to try to maintain the same actors in syntactic
and semantic roles. Obviously this interpretation
resembles the Topic-Stability hypothesis, in that in
the Topic-Stability hypothesis the listener is
maintaining the same entity as a discourse topic.

In the dual-process hypothesis, as well as in
Maratsos's hypothesis, stress is seen as signalling
change, however, the fact that some types of focussed
pronouns do not signal grammatical or semantic role
change (such as the example in (7)) shows that
Maratsos's characterization is not quite accurate for
a wider sample of focussed pronouns than the ones he
used in his experiment.

In light of the results that Maratsos obtained,
we expected that the processing of focussed pronouns,
assumed to be of the reference search type, would be
more difficult than the processing of unfocussed pro-
nouns, assumed to be of the topic-stability type.

We conducted a pilot study to test the hypothe-
sis that there are different kinds of processing for
stressed and unstressed pronouns. In this study, 15
subjects listened to a set of 40 short discourses, 20
experimental and 20 filler. The experimental dis-
courses occurred in two identical forms, except with
a biasing context that made a focussed or non-
focussed pronoun appropriate. In both forms of the
discourse the referent of the pronoun was the same.
For example:

(21) A. Did Bill say who would be late?
B. VYes, after I called him up, Bill said that HE
would be late.



(22) A. Did Bill say whether he would be late?
B. Yes, after I called him up, Bill said
that he would be late.

After listening to the sentences, the subjects an-
swered true or false to a statement about a part of
the sentence that had nothing to do with the pro-
nominal reference. After (21) or (22), for example,
the subjects might hear:

(23) True or false: Bill called me up.

On the assumption that a difficulty in pronoun process-
ing would lead to a general degradation in performance
in comprehending all parts of the sentence, we pre-
dicted that more errors would be made in the sentences
with focussed pronouns in them.

We found that subjects did not made significant-
ly more errors in either condition. We believe, how-
ever, that this result is due to the fact that the
task issimply too easy. We found that subjects per-
formed at about the 90% level of correctness for
both focussed and non-focussed pronoun discourses,
and most of these errors were due to two stimulus
discourses that were difficult for other reasons. We
also asked the subjects to judge whether they felt the
following statement was easy, medium, or difficult to
answer, and found no difference between focussed and
non-focussed conditions in this measurement either.
We did find that judgements of difficulty were not con-
sistently related to performance. Very often subjects
thought that the statement was easy to confirm when
they gave the wrong answer.

A future experiment will provide a more sensi-
tive test of this hypothesis. This experiment will
auditorily present subjects with discourses contain-
ing pronouns of the types we are interested in, and
measure reaction time to naming the referent of the
pronoun. This would be similar to the procedure used
in Caramazza and Gupta (1979), except that they used a
visual presentation.

If our hypothesis is correct, then reaction
time to naming the referent of a focussed pronoun
should be longer than reaction time to r:zming the
referent of a non-focussed pronoun. If there is
no difference in reaction times, we would conclude
that the reference search process is used for all
pronoun processing. Note that the Topic-Stability
hypothesis cannot be correct (at least for adults),
for all pronouns, since it can lead to the wrong
referent's being selected for some focussed pronouns,
as illustrated in (19) and (20). On the other hand,
reference search could lead to the correct referent
for all pronouns.

We have suggested that pronouns can be divided
into two types on the basis of their linguistic
characteristics, and we have suggested that people
may be able to ¢:ke advantage of the severe restric-
tions on what the antecedent of an unstressed pronoun
can be in processing. No differences were detected in
a pilot study, but an additicaal experiment is pro-
posed that will use a more sensitive test of pro-

cessing difficulty than the one used in the first
experiment.
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The Natural Natural Lanqguage Understander

Henry Hamburger, UCI and NSF
and
Stephen Crain, U of Texas

This study of natural language comprehension by
natural understanding systems (children) is based
on a procedural analysis represented in the form
of a programming lanquage. To clarify what is
cognitively required for a child to respond appro-
priately to certain expressions in Enqlish, we
show how these forms can be translated into
procedures in a high-level programming language.
It is then possible to discuss two kinds of diffi-
culties a natural language form can present to the
listener: (i) incompatibility of the form with 1its
associated procedure and (ii) complexity of that
procedure. An example of procedure complexity is
the nesting of loops, whereas a contributor to
incompatibility is a word or contiquous phrase
that corresponds to separated pieces of the proce-
dure. We shall present evidence of both types of
difficulty from experiments with children and will
compare the predictions of our procedural view
with those of a less detailed syntactic explan-
ation that has been advanced for a subset of the
phenomena.

Many cognitive tasks can be expressed either as a
natural language command or As a programming
lanquage procedure. In many tasks requiring some
elementary mathematical knowledge (e.q., count-
inq), the cognitive procedure appears to be
substantially more complex than the syntactic
structure of the command. In such tasks, an
explanation of children's difficulties can be
pursued more profitably in the realm of cognitive
procedure than of syntactic structure or parsing.

To take a particularly simple example, the verb
'count' has the capacity to serve as either a
transitive or an intransitve verb, but it is prob-
ably never the first such verb encountered by a
child; compare 'let's eat' and 'eat your cracker.'
Therefore the transition fram intransitive use of
'count' to its transitive use involves no syntac-
tic innovation for a child. BRut despite being
syntactically ordinary, 'count' presents complex-—
ities both in its procedure and in translation to
that procedure. Just ask the next three-year-old
you see to count, and then to count a few objects.
Chances are good that you will get errors on the
transitive (latter) task but not on the intrans-
itive one. A look at these errors will give some
perspective on what a correct procedure must do.

One kind of attempt at transitive counting
involves blithely swinging a finger past the
objects to be counted, while apparently counting
essentially intransitively, with no attempt to
coordinate individual objects to individual num-
bers. A somewhat more sophisticated performance
has the finger stopping at some or all of the
objects, but in imperfect coordination with the
numbers. These misperformances, we believe, Aarise
and persist not out of ignorance of the lexical
item 'count' or the associated data structure of
positive integers, nor from the syntax of trans-
itive verbs (which, it was suggested above, has
already been learned), but because of difficulty
inherent in forming a correct procedure for the

task of transitive counting.
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Consider procedures i and 1ii, intended to
represent correct procedures for the two kinds of
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