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Preface

This volume contains the submitted papers which were presented at
COGSCI 5, the fifth annual meeting of the Cognitive Science Society which
was held at the University of Rochester during May 18 through 20, 1983.

This was the first Cognitive Science meeting in which submitted
papers were reviewed for acceptance. (Only about half of them were
accepted since we received about twice as many submissions as there were
slots in the program for them to be presented in.,) The reviewing panel
consisted of James Allen, Jerome Feldman, Stephen Kosslyn, Pat Siple and
Michael Tanenhaus as well as myself, and outside reviews were obtained from
many others.

About half of the conference consisted of invited addresses and panel
discussions, which are not reproduced here.

Organizing this meeting has been an exhilarating and exhausting
experience, especially as it was done unexpectedly soon (we originally
volunteered for 1984) and unexpectedly quickly (the fourth conference was
in August, we in May)., Most of the actual work, however, has been done
by Rita Fay and Margery Lucas, to whom go our heartfelt thanks.

Patrick J. Hayes Chairman
David Taylor Local Arrangements
Sheldon Wagner Banquet Organizer
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LEXICAL ACCESS DURING SENTENCE COMPREHENSION:
FREQUENCY AND CONTEXT EFFECTS

MARGERY LUCAS
DEPARTMENT OF PSYCHOLOGY
UNIVERSITY OF ROCHESTER

Introduction

Lexical access 1s a multi-component process that involves both the access of a word's orthographic and phonological
codes as well as the activation of meaning. The study of this process as it oceurs during sentence comprehension is
valuable for two reasons. First, we need to know how this important part of sentence processing functions in
interaction with other levels of analysis. More generally, its study can provide evidence about how top-down or
knowledge-level processing influences processes that occur at lower or stimulus-driven levels. In particular, in cthis
paper I report on a series of experiments concerned primarily with how semantic information as well as information
about frequency of use of word meanings affects that part of the lexical process that invelves the activation of

meaning. For ease of presentation I use the term "lexical access" throughout this paper to refer only to that part of
the process.

We know from previous research on lexical access that it is both an autonomous and automatic process, Let us
consider the autonomous aspect first.

There are many levels of analysis in sentence processing - the phonological/orthographic, lexical, syntacric,
semantic, and pragmatic levels are the ones commonly recognized. These levels must be discrete to be considered as
separate modes of analysis but must also interact if a coherent representation of a sentence is to be achieved., How
does this exchange of information between levels occur? There are two predominant views on the matter. According to
the autonomous model {Garrect, 197B; Forster, 1979; and Swinney, 1979), processing within a level (or "module") is
carried on in isolation from processing at other levels. Interaction is limited to the gutputs of processing. In the
alternative model (Marslen-Wilson and Tyler, 1980) information from higher levels of analysis can facilitate the
processing that occurs at lower levels before that processing has been completed.

Evidence for the autonomy of lexical access comes from the study of lexical ambiguity resclution. Many words
are associated with more than one meaning, For example, "draft" can mean sither "conscription" or "breeze". In a
sentence where biasing context precedes the ambiguous word both semantic and syntactic information is available for
alding disambiguation. The crucial question fer the autonomy issue 1s whether this higher-level information acts to
restrict access to only the appropriare sense (prior decision hypthesis) or whether it can only have an effect on the
process after both meanings are accessed (post decision hypothesis). The former hypothesis is consistent with the
interactive model the latter with the autonomous model.

The work of Swinney (1979) and Tanenhaus, Leiman, and Seidenberg (1979) using cross-modal priming has shown that
the post-decision hypthesis is correct. Cross-modal priming is a technique based on the priming paradigm developed
by Meyer and Schvaneveldt (1971). They found that the time to decide if a visually presented string of letters is a
word (the lexical decisicn task) is facilitated if a semantically or associatively related word is presented just prior
to the target. This result supports a model of semantic memory wherein word meanings are contained in a network of
nodes that pass activation along connecting arcs to other, semantically related nodes (Collins & Loftus, 1975). In
cross-modal priming the word priming the visual target is pregented auditorily. In this way, the priming effect is
maintained and lexical access can be studied "on-line", that is, during the actual processing of the sentence. In
Swinney (1979), subjects listened to sentences containing ambiguous words in which the sentences were biased towards one
or the other meanings of that word. Simultanecus with the offset of the auditorily presented ambiguous word, subjects
saw a visual target that was related to cne or the other meaning of the word, or a control, as in the following
example:

Auditory Stimulus: The man was not surprised when he found spiders,
roaches, and other bugs in the corner of his room.

ant
Visual target: spy
sew

Subjects had to decide if the visual target was a word. Swinney found that targets related to either meaning of the
ambiguous word were responded to more quickly than the control target, indicating that both meanings had been activated.
Since this ceccurred even though his sentences were strongly biasing, he concluded that the post-decision hypothesis

was correct.

Swinney used noun-noun ambiguities in his study, demonstrating that semantic and pragmatic information could not
influence the lexical access process until its outputs were avallable (4 syllables later only the appropriate meaning
was still acrivated). Tanenhaus, Leiman, and Seidenberg (1979), showed thar this was true for syntactic information
as well by embedding noun-verb ambiguities (e.g., "rose") in syntactically disambiguating contexts. They used a naming
latency task to measure activation. In naming latency, the time to initiate the pronunciation of a visually presented
word is measured. They found that visual targets related te either meaning of an ambiguous word were primed even in
syntactically disambiguating contents, again confirming the post decision hypothesis.

Another aspect of the model of lexical access is rhat it is an automaric process. A number of psychologists have
made a distinction between automatic and attentional processes (Kahneman, 1973 and Schiffrin and Schneider, 1977),
where attentional processes are controlled, use a pool of limited capacity and are characterized by inhibition of
responses that compete with the task at hand. Automatic processes are not under conscious control, do not use
capacity, and exhibit facilitation of certain responses but no inhibition. Lexical access appears to be an automatic
process since the access of meanings is not under control. Both meanings are always accessed regardless of bhiasing
context. Also, while there was facilitacion of responses related to the word in the studies cited above, there was no
inhibition of unrelated responses.

Further Determination of the Model

Our knowledge of lexical access is by no means complete. The aspects of the process [ undertcok to investigate
were frequency effects and time course. Previous studies had looked only at the 0 msec. delay and at one delay after
word offser. Given how quickly access and decision processes were found to take place, 1 thought it was necessary to
probe at a number of delavs to get a more complete picture of the process. In particular, I was interested in the
effect of context at different delays. Was it true that context provided no input to the access process until access
“ad been complered? Or was it that its effects were not discernable at the 0 delay? Perhaps probing at the beginning

of the word, just at the start of lexical access, might be more revealing of the inlluence of context than probing
at the end of the word when the process was already well under way.



Another issue that concerned me was frequency effects. The meanings of an amblguous word differ in the freguency
with which they occur in language use. For example, the "harbor" interpretation of "port" 1is more often encountered
than the "wine" meaning. Hogaboam & Perfetti (1975) suggested that information about frequency is contained in the
lexical netwok in such a way that dominant meanings are always accessed first and compared with context for
appropriateness. Subordinate meanings are only accessed if the dominant meaning is not intended. Hogaboam and
Perferti presented evidence for this but since thelr dependent measure (reaction times to make judgements of ambiguity)
has a strong memory component, it i{s not clear what the implications are for ongoing sentence processing.

Onifer and Swinney (1981) looked at frequency effects "on-line" using the same paradigm as Swinoey (1979) and a
0 msec. delay. They chose ambiguous words that had a clearly dominant (more than 75% frequency of occurrence) and a
clearly subordinate (less than 25% frequency) meaning and found no differential effects. Both meanings were accessed
even when the sentence was blased toward the dominant meaning. But, although frequency effects weren't found at the
of fset of the word it is possible that a more thorough investigation of the time course of activation would reveal where
and how frequency information is used. One possibility 1s that dominant meanings reach a greater degree of activarion.
This would mean that frequency information is encoded in the network in the form of higher resting levels of activation
for dominant meanings. This would be reflected in more priming for dominant-related targets. At word offset, both

meanings may have just passed their threshold and therefore seem to be equally activated. To determine if this were
true, one needs to probe at a later delay.

Yet another hypothesis is suggested by the use of a different type of ambiguous word than has commonly been used
in these studies. So far, only homographs (words that sound and are spelled allke but have different meanings) have
been used. Another type of ambiguous word was used in the studies to be reported here - non-homographic homophones.
These are words that sound alike but have different spellings as well as meanings (e.g., air-heir). Using this type
of word has two advantages. It provides a more reliable measure for assessing frequency of occurrence of meanings
than the use of homographs. The latter requires word association data - an indirect measure of frequency. Non-
homographic homophones enable one to look up the frequencies in the Kucera and Francis (1967) word frequency norms.

A second advantage comes from the additional information that's available in the form of separate orthographic
representations for the two words. It's possible that the separate orthographic paths may permit selective access.
1f one meaning has already been primed by context, access may be restricted to that path with the orthographic
representation that is connected directly with that meaning. This mechanism is not available with homographs. There,
both meanings are connected with the same orthographic representation (see Figure 1). Alternatively, this information
from the orthography of the word may not be used in this way, so that either it is bypassed or else all orthographic
paths from the same phonological representation are always accessed.

Finally, I was also interested in how far the automatic activation of meanings extended. Many ambiguous words
actually have more tham just two meanings. "Draft," for example, has all of the following meanings:

A. conscription process
B. breeze

C. beer

D. preliminary sketch
E. payment order

and those are just the noun interprecations. Are the more infrequent meanings activated as well?

In summary, then, I ran the following three experiments:

1) Frequency effects - the cross-modal priming paradigm was used with non-homographic homphones at a delay of
100 msec, from word offset. 100 msec. was chosen since it was expected that multiple access would still be
occurring (Tanenhaus et al. (1979) reported that only the appropriate meaning was still activated at 200 msec.
after the end of the word) but that the access process would be advanced enough to pick up frequency differences in
level of activation i1f there were any. Alternatively, if separate orthographic representations were permitring
selective access, that would be apparent at this delay, as well.

2) Context effects at initial access - design and materials for this are the same as in the previous experiment

except that targets are presented at the beginning of the word. This experiment was undertaken to assess the effects
of context as lexical access was just starting.

3) Activation of infrequent meanings - this experiment was similar to the above in design but the materials
were different. Due to the difficulty in finding three-way ambiguous non-homographic homophenes, homographs were
used instead. Sentences were biased only toward the dominant meaning and targets were related to either the
subordinate meaning or the third most frequent meaning associated with the homograph. Targets were presented at the
zero delay te provide the most direct comparison with previous studies that had found multiple access.

Results

The results are presented in Table T (see next page) as reaction times in msec. Amount of priming is determined
by taking the difference between the reaction time to the target and its control.

At 100 msec. multiple access was found for the non-homographic homophones. This indicates that the availabilirty
of separate orthographic pathways does not permit selective access and confirms the Onifer and Swinney finding that
frequency differences do not lead to selective access. However, at 100 msec. there is a frequency effect in that the
degree of priming for dominant meanings is greater in both the appropriate and inappropriate contexts. Apparently,
dominant meanings reach a higher level of activation during access than subordinate meanings. This suggests that

frequency information is coded in the lexical network in terms of higher resting levels of activation for frequently
used meanings.

The results of the second experiment (Targets presented at the beginning of the word) reveal that context is
having an effect before the access process has really begun. There is priming for the targets related to the
appropriately biased meaning but not for those related to the inappropriately biased meaning, There is no effect of
frequency. This demonstrates that context alone has a priming effect. And given that the first study shows that

multiple access nonetheless occurs later, one can draw some interesting conclusions about the force of bottom-up
processing in lexical access.

Context is able to prime the appropriate meaning of a word before enough phonological information has been
obtained to recognize the word. Once the word is heard, however, this effect of top-down processing is overridden by
the automatic process of lexical access. Bottom-up analysis apparently has rriority here even when there is
sufficient information available in the form of strong semantic constraints on probable senses of the ambiguous word.

The finding that context is priming is also interesting in light of the Seidenberg, Tanenhaus, Leiman, and
Bienkowski (1982) study that indicated that there are two types of contexts: priming and non-priming. In their
experiments, non-priming contexts produced multiple access and priming contexts produced selective access. Priming



contexts contained a semantically or associatively related lexical item prior to the ambiguous word. The results

of the present experiments, however, indicate that contexts can be priming yet still produce selective access,
suggesting that there was another reason for selective access in the Seidenberg et al. study. Another possiblity

for this difference in findings concerns the nature of their priming contexts. The contexts in my studies eicher

did not contain words that were strongly semantically or associacively related to the ambiguous word or contained
them at a distance from the ambiguous word that was sufficient to make interaction unlikely. Perhaps related lexical
items produce activation that is strong enough to overwhelm the automatic access process. In order to assess this
hypothesis, one would need to use materials like that of Seidenberg et al. in a condition where targets are presented
at word onset to allow a direct comparison with the results of the present scudy.

The results of the last experiment are problematical. In this experiment, words related to the second and third
most used meanings of homographe were presented at word offset in sentences of dominant bias. Resulrs indicare that
neither meaning was primed (see Table 2). However, while the difference between related and control words was not
significant, it was in the right direction. And, since all previous studies have shown that the subordinate meaning
is activated under the conditions of bias rhar existed in these contexts, I have concluded that there 1s possibly a
confound in this experiment. 1 am currently collecting subject ratings of the degree of relatedness between targets
and their ambiguous words to determine whether poor stimulus-target relatedness cbscured the priming effects.

Conclusions

The results of these studies taken in sum elucidate the interaction between top-down and bottom-up processing in
lexical access as it occurs In sentence comprehension. Bilasing contexts can act through the use of semantic
constraints to prime anticipated meanings of words. Once the word has been heard, however, an automatic process of

access is set into motion in which all the most likely meanings associated with a word are activated regardless of the
initial priming due to context. This automatic access of mul*iple meanings is unaffected by the availability either
of information about frequency of use or by potentially disambiguatingorthographic information. Once accessed,

though, meanings differ in the degree to which they are activated, wich the dominant meaning being more strongly
activated than the subordinate meaning.

Lexical access, then, is a process in which bottom-up information has priority, overriding the effects of higher-
level information and suspending its use until the automatic process set in motion by the auditory signal is completed.
Therefore, while top-down processing is essential for sentence understanding, comprehension is also so strongly tied

to the stimulus that lower level analyses must be completed before semantic and pragmatic knowledge can have a
decisive effect.

"DRAFT" "AIR/HEIR"
PHONOLOGICAL PHONOLOGICAL
REPRESENTATION REPRESENTATION
ORTHOGRAPHIC ORTHOGRAPHIC ORTHOGRAPHIC
REPRESENTATION REPRESENTATION REPRESENTATION
M1 M2 M1 M2

Figure 1
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COMPREHENDING AND REMEMBERING NOVEL METAPHORS WHILE READING REAL TEXT
Judith Orasanu

U.S. Army Research Institute

The past five years have witnessed an explosion of research on metaphor. Two
critical issues have emerged: 1Is metaphorical language different in principle from
literal language? What is the process of comprehending metaphors?

One extreme position maintains that metaphors are deviant forms of language
and therefore require a special comprehension process. According to this view, a
word's literal meaning is found to be deviant in the sentence context, is rejected
and is subsequently reinterpreted, a two-stage process (C.f., Clark & Lucy, 1975).
The other position holds that there is no difference in principle between literal
and metaphoric comprehension. Rather, all meaning is constructed based on the
text, the context and the reader's pre-existing knowledge (C.f., Rumelhart, 1979).
The two-stage model tends to be associated with feature theories of word meaning
(e.g., Tversky, 1977; Kintsch, 1974), whereas the single-stage model is associated
with schema theory.

Addressing these issues would seem to require that novel metaphors be studied
in meaningful context. Unfortunately, few of the studies in the recent literature
have done so. The present studies examined the process of comprehending novel
metaphors in text and the reader's resulting text concept. One study examined the
time coursc of comprehending metaphors to determine whether readers first access
meanings that can be construed as literal or whether they immediately generate
contextually-appropriate interpretations. Two other studies examined memory for
texts containing metaphors to determine what readers take from the text after they
have understood the metaphors.

Materials
All three studies used metaphors that were found in newspapers or magazine

stories or modern novels. Prior the the experiment, groups of adult subjects rated



the metaphoricity, novelty, difficulty, predictability, and imagery levels of over
200 metaphors in context. They also interpreted them. A second group of subjects

produced synonyms for the metaphoric words out of context.

From this set we selected a smaller set to use in the experiments. These were
items for which there was general agreement on interpretation and a consistent
synonym. For example, in the sentence, '"The letters made my parents, who are
rocks, cry," stoics is an appropriate interpretation of rocks. Out of context,
boulders is a high frequency synonym. Metaphors were of two types: nominal (as in
the Egggi_example) and predicative, where a verb is used metaphorically. For
example, "My son hurled an obscenity from the bedroom.'" 1In this case, shouted is
an interpretation, whereas threw is a literal synonym.

Subjects

Ninety-six adults between 18 and 40 years of age participated in the three

studies (ns for studies 1, 2 and 3 were 18, 16 and 64, respectively). They were

solicited through an ad in the Village Voice newspaper, and paid for participating.

Comprehension Study

Procedure. In order to determine whether readers interpret metaphors by first
accessing their literal meaning or by directly interpreting the metaphor, a target
detection task was used. Targets were metaphors, which occurred in their original
contexts (150-250 word excerpts were used). Three types of probes were used: the
actual metaphor, its literal synonym and its interpretation. One probe was
presented prior to each passage and subjects were instructed to press a key when
they detected a word that meant the same as the probe word. Probe type varied
within subjects and was counterbalanced across subjects.

Text was presented on a VT52 DecScope video terminal controlled by a PDP-8
computer. A timer was started when the metaphor was displayed and stopped when the
reader pressed the key.

If subjects access literal meaning first, their detection latencies should be

shorter for synonyms than for interpretations. However, if they directly interpret



the metaphor, this pattern should be reversed.

Results. As shown in Table 1, detection latencies were shorter when probes
were literal synonyms than interpretations, F (2, 30) = 35.72, p < .001.
Predictably, identical word matches were fastest. Also, more targets were missed
when probes were interpretations than synonyms, F (2, 30) = 50.74, p<.001.

Text Memory Study

Procedure. After finding that readers detect literal aspects of metaphor
meaning prior to interpretive aspects, we wanted to determine what information is
added to the reader's text concept following the metaphor. A recognition memory
procedure was used in which subjects again read text containing a metaphor and
judged whether a test word had appeared in the immediately preceding text. Test
items were the same words that served as probes in the first study: the metaphor
itself, literal synonyms and interpretations. Unrelated words served as controls.
Test words were presented at either zero- or five-word lags following the metaphor
and within or across clause boundaries.

Results. Recognition errors and decision times are presented in Table 2.
Significantly more recognition errors were made to interpretations than to the
other three types of test items, F (3, 45) = 2,77, p<.05. That is, subjects
judged that they had seen the interpretation in the text when they had not.
Response times were slower for interpretations and synonyms than for metaphor words
themselves, but did not differ from each other, F (3, 45) = 11.52, p< .001. No
effects were attributable to lag or sentence structure.

Running Memory Study

Procedure. Study three evaluated the contribution of context to the
interpretation of the metaphors used in these studies. A running memory procedure
used the same metaphor sentences as the previous studies, but out of context. We
wanted to determine whether subjects would still confuse test sentences containing
the metaphor interpretations with the original metaphors.

Three variants were formed of the metaphor sentences. The metaphor words were



replaced by their interpretations or literal synonyms. The third variant was a
control in which one word (not the metaphor) was changed to alter sentence meaning.
These variants were substituted for a repetition on half the repetition trials.
The number of sentences intervening between initial presentation of the metaphor
sentences and test sentences was 1, 4, 9 or 19.

Results. Recognition errors are presented in Figure 1. Again, more false
recognitions occurred to interpretations than literal synonyms, F (3, 186) = 9,64,
p <.001l. There also was an effect of lag: fewer errors occurred with 1 or 4
intervening items than with 9 or 19, F (3, 186) = 3.29, p < .05,

CONCLUSIONS

The target detection task showed that readers access the literal meaning of a
metaphor before establishing its contextually appropriate meaning. The finding
appears to support a two-stage process, i.e., readers access a literal
interpretation, find it deviant, and reinterpret the word to fit the context.
However, that interpretation may be hasty. We have no evidence that readers find
the metaphors deviant. What is clear is that there is a lexical access stage in
which literal aspects of meaning are accessed very quickly, Contextually
inappropriate aspects of word meaning are temporarily activated, but are not
retained. These data argue again:t parallel access of the literal and interpretive
meanings of metaphors, as suggested by Glucksberg, Gildea and Bookin (1982).

They also argue agains a strict constructivist approach in which the context
so constrains possible word meaning that the interpretation is directly accessed,
rendering metaphor interpretation no different from non-metaphor comprehension.
Ortony (1979) supported this position, based on his finding that with adequate
context, sentential metaphors take no longer to process than their literal
equivalents. However, some of his sentential metaphors were actually idioms and
may inveclve different processes than novel single-word metaphors.

The pattern of findings from these three studies is consistent with the notion

that an abstract core meaning of words used metaphorically is accessed quickly and



serves as the basis for constructing a contextually-appropriate interpretation, a

version of the interaction view of metaphor understanding (C.f., Verbrugge &

McCarrell, 1977). Core meaning would presumably relate more strongly to the

synonym than to the metaphoric interpretation, yielding the target detection and

immediate recognition findings. The present design does not allow us to

distinguish between this hypothesis and the two-stage comprehension notion.
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Verb Semantic Structures and On-Line
Language Processing

Ronan G. Reilly
Educational Research Centre
St Patrick's College, Drumcondra
Dublin 9, Ireland

Abstract: This paper describes the use of on-line process-
ing of anaphoric reference to explore the structure of
sentence representations. Of central concern is whether
or not the representation of verbs is componential. The
differential amounts of processing required by subjects
to resolve references to objects and simple or complex
actions was used to provide insights into the nature of
the internal representation of sentences. Two condi-
tions were created, one in which componential effects
occurred, and another in which they did not. It was
concluded that processing demands dictated the nature
of the representation, and that either a wholistic or
componential mode of representation could be used
on-line with equal facility.

Introduction

This paper will examine the issue of semantic decom-
position in the context of the on-line processing of
sentences, The concept of semantic decomposition has
widespread appeal for linguists (Jackendoff, 1976),
computer scientists (Wilks, 1977; Schank, 1975), and
psychologists (Norman, Rumelhart, and the LNR
Research Group, 1975; Gentner, 1881). Gentner (1981)
points out that a decompositional approach allows one to
account, within one framework, for subjective similarity
in meaning, substitutability in paraphrases, and confus-
ability in long-term memory.

However, in spite of its theoretical elegance, the psycho-
logical reality of semantic decomposition has not found
much empirical support (Kintsch, 1974; Thorndyke,
1975). Gentner (1981) claims that this is due to inade-
quacies in the type of hypotheses that have been formul-
ated, rather than in the theory itself. The typical
hypothesis assumes that a decompositionally complex
concept requires more processing to construct and its
elements are more difficult to retrieve. Gentner
distinguishes between two types of decompositional
complexity, connective and non-connective. In a
connectively complex representation there is a greater
number of semantic relations between the elements
representing the nouns in the phrase or sentence. In a
non-connectively complex representation there are
fewer redundant connections between these elements.

Previous attempts to discover a complexity effect had
confounded these two types of representation. To test
the distinction, Gentner predicted that cued recall of
nouns from a connectively complex representation
should be better than from either a non-connectively
complex or a simple representation. These predictions
were borne out by the results of her experiments.

In light of Gentner's re-definition of decompositional
complexity, the purpose of this study was to find
evidence for semantic decomposition during the on-line
processing of sentences. In keeping with the findings
of Tyler and Marslen-Wilson (1977) and Marslen-Wilson
and Tyler (1980), it is assumed that all useful sources of
information are utilised on-line during the processing of
a sentence or phrase. Neither syntactic nor semantic
processing are considered autonomous. Both processes
interact freely as they continuously update the meaning
representation of the linguistic input.

Anaphora

The processing of anaphoric references was used as a
tool to explore the structure of the internal representa-
tion of sentences. Linguistically, the anaphora used can
be defined as ‘surface’, rather than ‘deep’ (Hankamer &
Sag, 1976; Sag, 1979). The specific pro-form employed
was the word “it”". This can be made refer to a particular
object, as in the sentence-pair ""John read Mary's essay.
It annoyed him.,” Then, simply by changing the final
pronoun, thus: “John read Mary's essay. It annoyed
her”, the referent of the “it"’ is no longer Mary's essay,
but the action of John reading Mary’s essay.

The point of resolution of the "it"" anaphoric reference
in this type of sentence-pair is the occurrence of the
final pronoun, Therefore, a measure of the length of
time it takes to process the final pronoun should provide
a measure of the ease with which the "'it"" reference is
resolved. This in turn should depend on the nature of
the representation being accessed in the resolution. |f
the representation is wholistic and non-verb-central, such
as ACT (Anderson, 1976), then there should be no
difference in the ease with which object and action refer-
ences are resolved. If the representation is decompos-
itional, such as MARGIE (Schank, 1975) or the LNR
model {Norman, Rumelhart, et al., 1975), it should take
longer to resolve an action reference than an object
reference. This is because of the diffuse way in which
verbs are represented in such a system. Furthermore,
if the action referred to is a connectively complex one,
it should take longer still to resolve a reference to it.
Also, if Gentner is correct, references to objects in a



connectively complex representation should be resolved
more rapidly than if the representation were simple.

A third possibility is that the representation of verbs is
wholistic, but that they are represented differently from
nouns (Kintsch, 1974; Huttenlocher & Lui, 1979). In
this case there should be a difference in the ease with
which object and action references are resolved, but
there should be no effect due to verb complexity.
The following experiment was designed to test the above
hypotheses.

Method

Subjects: Thirty-one students of St Patrick's College
of Education served as voluntary subjects for this
experiment.

Materials and Design: Eight pairs of core sentences
were constructed. They were similar in form to the
sample sentence-pair given earlier. The names, actions,
objects, and outcomes were varied. However, all
sentence-pairs were constructed so that either the pro-
noun "him" or “her’ would be meaningful as the last
word of the sentence-pair. From this core of eight, six
groups of eight sentence-pairs were generated. They
consisted of the following:

(1) Eight sentence-pairs in which the verb in the first
sentence was conceptually simple, and in which the “it"
in the second sentence referred to the object of the verb.
The choice of verb was determined by the scheme pro-
posed in Gentner (1981). Where possible, suitable
simple/connectively complex verb-pairs which she used
were also employed in this study.

(2) Same as (1), except that the verb was replaced with
its connectively complex counterpart.

(3) Same as (1), except that the reference was to the
action in the first sentence, rather than the object.

(4) Same as (2) except that the reference was to the
action in the first sentence.

(5) Eight sentence-pairs containing a simple main verb,
for which the subject was asked to provide either "him”’

or “her” as the appropriate continuation.

(6) Same as (5) except that the main verb was connect-
ively complex.

In each of the above descriptions “same’’ means that the

sentences were of the same syntactic form and that they
contained the same verb. The names and gender of the
individuals were varied, as were the objects of the verb.
However, the objects were kept as similar as possible.
For instance, ‘‘essay’’ in the sample sentence was
replaced by "poem'’ or “article”’.

Procedure

Each subject was required to read all of the 48 sentence-
pairs from a computer controlled display. The sentence
were presented in two parts. The first part consisted
of all of the pair except the final pronoun. In the case
of the sample sentence-pair, the subject first saw “John
read Mary’s essay. It annoyed’'. After reading this,
the subject pressed a key. This cleared the screen,
started the timer, and displayed one of these three forms
of word combination:

(1) him (2) hut (3) her
had her him

A schematic representation of the presentation paradigm
is given in Figure 1. In the case of word-pair (1) and (2),
only one word of each pair could meaningfully complete
the sentence. Depending on the gender of the actor in
the first sentence the pronoun could cause the "it" in
the second sentence to refer either to the object or to
the action in the first sentence. In (1) and (2) the
alternative word always began with ""h" and was never a
meaningful continuation of the final sentence.

The purpose of condition (3) was to discover what was
the preferred referent in each of the eight simple and
eight complex sentence-pairs. It was assumed that by
the time the subjects encountered the final pronoun
they were already predisposed to a particular referent.
Word-pair (3) was designed to provide an approximate
measure of this predisposition. This would permit the
separation of the subjects’ responses into two categories.
One containing those responses where the subject had
correctly anticipated the referent of “it”", and one
containing those responses where the referent had been
falsely anticipated. Of course, this categorization could
only be approximate, since it assumed that subjects’
responses to (3) were consistent with their previous
anticipations. The usefulness of this categorization
will become more obvious in the discussion.

Having decided on the appropriate continuation the
subject responded by pressing a kev corresponding to
either the top or bottom word paosition. This stopped
the timer and caused the next sentence-pair to be



displayed. The process continued untill all 48 sentence-
pairs had been read. The set of response times (in
centiseconds) thus produced were assumed to measure
the amount of processing required to resolve the
anaphoric references. This was expected to be a fairly
accurate measure of the amount of processing required
to access the internal representation.

T1 L1

2 John analysed Mary's essay. It annoyed
3

T2 1A her
2
3 hut

(T =Time; L = Line.)
Fig. 1. A schematic representation of the presentation

technique used in the experiment. Only the text of the
sentence was visible to the subject.

Analysis and Results

Each subject contributed 2 x 2 x 8 response times of
interest. These corresponded to the two levels of verb
complexity (Complexity) by the two levels reference
target {Referent) by the eight sentences. These data
were divided into two sets. One set containing those
observations where the subject might have correctly
anticipated the referent, and one containing those
observations where the subject might have falsely
anticipated the referent. Membership of these categories
was determined by the responses given for sentence
types (5) and (6). Each subject's data matrix was then
averaged over the sentence dimension. Observations
outside the range MEAN:2.5*SD, where the MEAN and
SD were calculated over the 8 x 31 observations within
each Complexity x Referent treatment cell, were
excluded from the averaging. This yielded two sets of
four observations per subject.

A 2 x 2 repeated measures analysis of variance was
performed on each set of observations, Only the Refer-
ent factor proved significant in the analysis of the correct
anticipation data; F(1,30) = 17.81, p < .001. However,
both Referent and Complexity were significant in the
analysis of the false anticipation data; F(1,30) = 12.69,
p = .001 and F(1,30) = 5.67, p = .024, respectively.
There were no significant interactions in either analyses.
It was considered inappropriate to treat sentences as a
random factor because of the way in which they were
constructed. Therefore, no quasi-Fs were computed.

The cell means for each analysis are given in Table 1.

Anticipation  Verb Complexity Referent
object action
Correct Simple 92.68 10594
Complex 92.85 108.34
Incorrect Simple 100.00 11047
Complex 103.51 121.02

Table 1. Mean resolution latencies in centiseconds for
the 31 subjects.

Discussion

The false anticipation data from the experiment are
assumed to be a more sensitive measure of the processing
involved in accessing the internal representation. This
is because the subject must resolve the reference from
scratch having anticipated the alternative one. The
significant Referent effect in these data is an indication
that verbs and objects are represented differently.
However, almost the same difference between object
and action references can also be found in the correct
anticipation data (differences of 14 and 15 csecs. for
correct and false anticipation, respectively). This means
that the Referent effect is not a function of referent
anticipation, even though anticipation did have a signifi-
cant influence on response times, and in the obvious
direction {correct anticipation: 101 csecs., false antici-
pation: 109 csecs.; t = 3.12, df = 30, p = 0.004). The
possibility that readers always check for an object
reference first, and then process other types of reference
is ruled out by the fact that the Referent effect is
equally strong under both anticipation conditions.
If this heuristic was being used there would either be
no Referent effect in the incorrect anticipation data,
or a considerably diminished one.

Thesignificant Complexity effect in the false anticipation
data is evidence for the componential representation of
verbs. However, the effect was not exactly as predicted
from Gentner's formulation. It will be recalled that the
connectively complex verbs used in this study should
have, according to Gentner, increased the accessibility
of the elements representing nouns. In other words,
object references should have been more rapidly resolved
when the representation was complex. The results do
not bear this out. Resolutions of object and action
references were impeded by the complexity of the
representation, although it is obvious from Table 1 that
the bulk of the Complexity effect is due to the differ-
ence between the two kinds of action reference. This



result throws some doubt on the notion of connective
complexity.

The disappearance of the Complexity effect in the
correct anticipation data and the robustness of the
Referent effect in both sets of data would seem to
indicate that the resolution of references in the experi-
mental sentences occurs in two stages. In the first stage,
prior to the display of the final pronoun, some form of
anticipatory processing of the subsequent reference
takes place. This processing primarily benefits action
references. In the case of a potential reference to a
complex action it probably involves the creation of a
higher order node in the network to which a link can be
subsequently established. Therefore, the representation
of a verb can be either componential or wholistic,
depending on processing demands. Resolution takes
place only after the final pronoun has been encountered,
and is differentially difficult, Action reference links
are more difficult to establish than object reference
links. Hence, the strong Referent effect in both sets of
data. This may be due to the differing directionality of
links between verb and noun elements in the representa-
tion.

In summary, the findings of this experiment support a
componential system of representation. The results
suggest that the reason why a verb complexity effect has
been so elusive is that the task demands of a paradigm
dictate the mode of representation used by subjects.
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Lexical Access and Serial Order in Sentence Production

Joseph Paul Stemberger
Carnegie-Mellon University

Serial ordering in the perception and production of language is a
phenomenon that is no longer taken for granted in cognitive science. In
the serial models that were in vogue until recently, it is a simple
enough phenomenon, and a relatively easy thing to encode. In the
parallel interactive models that are currently receiving much attention,
however, it turns out to be a very difficult thing to encode (McClelland
and Rumelhart 1981, Rumelhart and Norman 1982, Dell and Reich 1980).
Problems arise in most models despite the relative simplicity of the
tasks that they model; in perception, serial ordering is available in
the input, while in the production of words in typing and speech, the
serial order is available as a schema made available by each accessed
word. The ordering of words in sentences is a far more difficult
serial-ordering task, because sentences are not stored as units; the
speaker cannot take a semantic/pragmatic representation of the sentence
and use it to access a schema for that particular sentence. Rather,
s/he must use more general strategies for ordering the words. In this
paper, I will present one possible solution to the problem of how words
are ordered in the production of sentences. There are several distinct
problems that must be solved: accessing exactly the right number of
words for the sentence, getting those words in the right order, and what
to do when a word appears more than once in the sentence. These problems
will be discussed in turn.

First, exactly the right number of words must be accessed. This is
not guaranteed by the semantic representation. Consider a sentence such
as It has a very nice taste/flavor. In this case, there are two words
which are virtually synonymous in the context. On the basis of meaning,
it is likely that both words could be accessed, and the speaker would
say both, one after the other. How can this be prevented? We must
hypothesize that the speaker creates a specific number of positions, or
SLOTS, for a sentence. We can view words as being associated with these
slots, with the prohibition that only one word will normally be
associated with a single slot. All the words that are activated by the
semantics/pragmatics will be in competition with each other and inhibit
each other. The slots provide a source of activation to a word that
enables it to overcome the inhibition from other words. There will thus
be as many words accessed as there are slots providing this source of
activation.

These slots can be used to determine the serial ordering of the

accessed words. We can assume that the slots are controlled in a
hierarchical fashion that corresponds to surface syntactic phrase
structures. For example, there would be units such as S that control

the access and ordering of units such as NP and VP. Slots such as N and
V control the access and ordering of words. All serial ordering can be
derived from such hierarchical structure, in a way similar to the typing



model of Rumelhart and Norman (1982). We must assume that there is a
threshold for the execution of a word, and that words reach that
threshold one by one; execution in this order consitutes serial
ordering. In the Rumelhart-Norman model, words provide a template that
determines the activation 1levels of the letters to be typed.
Specifically, the letter at the beginning of the word keeps all later
letters inhibited, the second letter keeps all later letters inhibited,
and so on. The result is a pattern of activation where the initial
letter is highest in activation, and the activation levels decline the
later in the word the letter is located. In production, the activation
levels of all the letters gradually rise, and each is typed as it
reaches a threshold. Thus, the letters are typed in the proper order.
This scheme will be adapted for syntax with two changes: control is
hierarchical, and the system uses only activation for serial ordering,
not inhibition. Some wunits are differentially activated, and hence
reach the execution threshold earlier than others. In execution, a
large burst of activation 1is given to the highest node, S. That node
passes activation on to its daughter nodes, but passes the activation at
a faster rate to one daughter than the other; usually NP gets the
activation at the highest rate in English. NP passes the jolt of
activation on to its daughters, with DET getting activation at a faster
rate than ADJ, and ADJ at a faster rate than N. These nodes will also
pass the activation on to the associated 1lexical items. Thus, the
lexical 1item that reaches execution threshold first will be the
determiner, then the adjective, then the noun, then the verb, and so on.
In this way, the lexical items of the sentence will reach the threshold
for activation one at a time, in the right order. Feedback from nodes
and words to their associated higher nodes is obviously important. This
feedback will serve to increase the activation levels of the associated
higher nodes, and that extra activation will be passed on to the later
daughter nodes. Since a system of this sort must be set up so that the
amount of activation passed by a single connection decreases with an
increasing number of connections coming into a node (or, equivalently,
that the threshold of such a node is increased), it will be the case
that a node with many daughters will get less feedback in a wunit time
than a node with few daughters. As a result, its activation level will
rise more slowly and pass on less activation to both higher nodes and
later lower nodes. The activation of later nodes, then, and their
associated lexical items, is slowed. Thus, through feedback, the system
is sensitive to the length of embedded material; later material will be
slowed up if there is a lot of material in the subject NP, for example,
and will not tend to be executed early.

This leads us to the second problem. Given that a specific number
of slots are activated and that all the right words are accessed, how
can we ensure that the words become associated with the right slots, so
that they appear in the right order? It is necessary and useful to
assume that syntactic slots have conditions on them. FEach condition can
be viewed as a feature that will give a certain amount of activation to
specific types of words. This extra source of activation for words will
make it more 1likely that a particular kind of word will be accessed.
For example, an N node gives activation to nouns, making it very likely



that a noun will gain enough activation to be accessed, and making it

harder for verbs to gain enough activation to be accessed. Other
features on nodes probably include tense, aspect, person/number/gender
marking, and case. This addition to the model ensures even more

accurate access of words, but does not ensure complete accuracy. For
example, if two words share many of the same features, such as two nouns
do, it does not guarantee that the right word will be associated with
the right slot. Further, it does not guarantee that a noun (e.g.
destruction) will not be accessed by mistake for one of the noun
positions when the target verb is closely related semantically (e.g.

destroy).

To ensure absolutely that a word 1is associated with the proper
syntactic slot, we must posit the existence of a very special type of
feature. This feature will code words and slots for some type of role
(Bock 1982). This role may be meaningful, such as the semantic or
syntactic role of the information in question. It is possible, however,
that it may just be an arbitrary feature that is assigned to a given
chunk of the semantic/pragmatic structure on a nonce basis. In any
event, role codes which units go together, including which slot goes
with which word. Every unit, whether a word or a slot, must have several
copies, differentiated by role. Role will function like any other
feature; if the noun slot is role-1, for example, it will give more
activation to role-1 nouns than to any other nouns, generally ensuring
that the role-1 noun will be accessed in that position. The extra
activation to lexical items that comes from this role feature will thus
ensure that the words that are chosen will not only be the right number
and of the right syntactic categories and inflected in the proper way,
but will also be of the right role. Figure 1 1illustrates how this
scheme might work in the context of a simple sentence like the dog ate
the apple; arrows represent connections that pass activation, while
filled circles represent inhibitory connections. An associated chunk of
material on the semantic level will give some activation to a lot of
lexical units. However, the most highly activated units will be those
that are connected with the most activated semantic units, here the
copies of the words dog and apple; inhibition between pairs of lexical
units will remove all other nouns from the competition. Activation from
the role units on the semantic level will give the role-1 copy of dog
and the role-2 copy of apple the highest levels of activation, and all
other copies of these words will be inhibited. In parallel with this
activity, syntactic nodes have also been accessed. The role-1 N node
will become linked to a role-1 noun, here dog, while the role-2 N node
will become linked to a role-2 noun, here apple. These N nodes will be
linked to higher syntactic nodes in such a way that the role-1 node and
its associated lexical wunit will precede the role-2 node and its
associated lexical unit. Thus, this system will access the right
lexical units, associate them with the right syntactic positions, and
assign them the correct serial order.

The last problem to be solved is what happens when a word appears
more than once in the sentence. It cannot be the case that a word is
simply 1linked to two slots. In the serial ordering scheme that we are



assuming, such words would wind up being executed only once, and far in
advance of where they should be, since the word will simply sum the
activation coming from the two slots and reach execution threshold
early. It is necessary to assume that there are several copies of the
word available, and that different copies will get accessed for the
different positions in the sentence. Since we assume that there are
several copies available with different roles, this presents no problem.
The solution to the previous problem solves this problem as well.

The system as described here does not represent simply an arbitrary
solution to the problem of lexical access and serial ordering. Rather,
it has been taylored to account for data from errors which occur
spontaneously 1in natural speech. Stemberger (1982) reviews many of the
important properties of speech errors. First, errors where the wrong
word 1is accessed but 1is related to the target word semantically or
phonologically generally are constrained by the features on the
syntactic slot; 1i.e., they are of the same syntactic category and are
inflected in the same way. Second, words can be accessed correctly but
in the wrong syntactic position(s). Such words are generally of the
same syntactic category as the words that they replace, but are often
not; the semantic activation of such words means that they can
occasionally be accessed in a given position without the help of all the
features on the slot. Such words tend to be inflected like the target
word, however, even if they are of a different syntactic class from the
target word. Such  accessing errors lead to anticipations,
perseverations, and exchanges. Exchanges are viewed as complex errors,
where two words are accessed in the wrong slots. It 1is possible that
exchanges occur more than might be expected by chance. If this is the
case, then we must assume that the copies of a single word with
different roles have greater levels of inhibition between them than
nonrelated pairs of words have, making it harder to use a given word
twice 1in the same sentence. If a correct word is accessed in the wrong
slot, this will make exchange errors more likely than chance, since it
will be harder to access the word in the correct slot as well. Such
inhibition will make it most likely that the other correct word will be
accessed in the other slot. However, occasionally some other word
entirely may be accessed in that slot, generally a word that is related
to the target word; such errors are calléed "bumper cars'" by Stemberger
(1982). Various other types of errors are also predicted that do occur,
such as partial assimilations and sequential blends. As the model
predicts, there are also frequent errors, known as "shifts", where two
ad jacent words flip around and are executed in the wrong order, as one
word reaches threshold prematurely. This description of lexical access
accounts for a wider variety of the types of speech errors that occur
during lexical access and serial ordering than any other model proposed
to date.

The problem of accessing words and putting them in the right order
is not trivial. I have presented a preliminary solution to the problen,
and one that accounts for much of the known data on problems that arise
during lexical access. Much work remains to be done on working out the
full ramifications of this model, and on implementing it.
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COMPUTATIONAL SELECTION OF PROCESSING LOCATIONS IN VISION

Roger Browse

Department of Computing and Information Science
Department of Psychology
Queen”s University, Kingston, Ontario, Canada

l. Introduction

Some of the issues addressed in com-
putational vision research relate to the
guestion of the structure of human intel-
ligence in general, and are thereby sub-

ject to a Cognitive Science approach.
This 1is particularly true of the tradi-
tional issue of how knowledge of specific

objects might be applied towards visual
recognition and understanding.

There are two advantages to the
development of computer vision systems
which maintain compatibility with selected
aspects of human vision. First, clues to
the underlying operational requirements of
the vision system may be obtained from the
characteristics of the human system, and
second, the resulting computational system
may act as an explanatory model for the
human operations. The research reported
here centers around a computational vision
system which interprets line drawings of
human-like body forms. This system main-
tains a number of compatibilities with
human vision (see Browse 1981; 1982b).

This paper describes a mechanism for
the interpretation-based integration of
information available at different levels
of resolution. From the integration,
there follows a method for the intelligent
selection of processing location within
the image.

2. Multiple Resolution Systems

There is a wvariety of evidence in
favor of approaching vision as a process
which operates with information available
from several different, but related, lev-
els of resolution. The primate visual
system has a distribution and structure of
retinal receptors which leads to responses
based on different receptive field sizes
(see Hubel and weisel, 1979). While
several receptive field sizes may coexist
at any specific point on the retina, a
near-linear increase in field size
(decrease 1in resolution) is exhibited
towards the periphery (Wilson and Bergen,
1979} .

Consideration of these aspects of the
visual system appears in the formulation
of contemporary computationally based
theories of vision. Marr and Hildreth
(1979) present a mathematical formulation
of edge detection in which images smoothed
with a variety of Gaussian filters, are
convolved with the Laplacian operator.
The zero-crossings of these convolutions
are representative of the image intensity
changes in different spatial frequency
channels, depending on the value of the
space constant of the Gaussian distribu-
tion.

One important theoretical question
which confronts the development of such
theories which maintain compatibility with
human vision is: What mechanism can pro-
vide useful interaction between informa-
tion from different resolution levels?

For most theories of computational
vision, multiple resolution is a tool in
the discovery of context-free image
features such as edges. This notion has
been developed through the introduction of
“image pyramids" (Uhr, 1972; Hanson and
Riseman, 1975) which represent an image as
several interrelated layers, constructed
at different resolutions. The base level
is the regular digitized image, and the
upper layers are successively smaller
images, with pixel values derived by some
averaging operation on four (or more) pix-
els at the level beneath it. A number of
processing schemes have been devised to
use these structures to aid in the detec-
tion of image features. The basic idea
behind the use of pyramids is that indica-
tions of the existence of a feature may be
found in a simple search of a smaller,
coarser resolution version of the image.
This initial detection can be used to
direct the extraction of features from the
finer levels (see Tanimoto, 1980).

Marr (1976) takes a similar approach.
The process of combining the results from
different spatial frequency channels
relies on the idea that zero crossings at
the same location at different scales are



probably the result of the same underlying
physical phenomenon. So whenever the seg-
ments obtained from two or more (contigu-
ous) channels agree in both position and
orientation, an edge is hypothesized.

Other computer vision research
attempts an interpretation-based interac-
tion between levels of resolution, wusing
knowledge of the class of objects which
comprise the problem domain. Kelly (1971)
devised a system which analyzed coarse
level features in the context of what was
expected for the outline of a head. Thus
the subsequent examination of the fine
features was able to ignore the other
prominent edges produced by the back-
ground. Bajczy and Rosenthal (1980) have
extended the interaction between world
knowledge and image hierarchy 1in an
inquiry-driven computer vision system
which relies on the natural hierarchical
relations of the problem domain. The
methods are similar to those proposed by
Palmer (1977).

Psychological research supports this
idea of the involvement of interpretation
in the interaction of resolution levels.
Kinchla (1974) and Navon (1977) developed
an experimental paradigm in which subjects
are presented with the task of processing
local and global information at the same
time. The result from using this method
demonstrate different properties of recog-

nition based on wvisual information from
the two levels. Miller (1981) has
presented results which indicate the

requirement for a model of perception in
which information from different levels of
resolution feed 1into a single decision
process which integrates the results.

The appreoach taken 1in the body-
drawing interpretation system is that
separate representations are maintained

for information from different resolution
levels, and that each one has specialized
capabilities for interacting with
knowledge of the problem domain.

A second gquestion which relates to
the use of multiple resolutions is: How
can locations be selected for the applica-
tion of high resolution visual processing?

This question is not nnly of interest
in simulations of human visual processing,
but is also a concern to the pragmatics of
engineering computer vision systems. The

issue of intelligently ordering and res-
tricting the processing of an image
becomes more important as larger feature

detection masks are being convolved with

images of increasing total number of pic-
ture elements.
Saccadic eye movements are the maost

obvious of the visual selection processes.
There are many excellent reviews emphasiz-
ing the role of cognition in the selection
of fixation locations (see Rayner, 1978).
Tt is generally accepted that expectation
or conflict within the ongoing wvisual
interpretation influences the choice of

processing area (Loftus and Mackworth,
1978) . One important aim of the body-
drawing interpretation system was to
develop a computational basis for these

capabilities.

3. System Overview

A computational vision system has
been implemented which interprets a class
of line drawings of human-like body forms
as shown in figure 1. The basic features
available to the interpretation processes
are representative of three different
resolution levels:

(1) fine resolution: 1line segments and
connections between 1line segments
taken from a 1024x1024 image.

(2) coarse resolution: axis measurements
of blobs detected in a 128x12B image.

(3) wvery coarse resolution: measure of
the amount of detail that exists in
each pixel of an B8x8 representation

(shown as 32x32).

/% -

‘ij E:;;iﬁz:::h p

figure 1.

At any given point in the processing,
these features are only available in lim-
ited diameters of the image, represented
as overlapping concentric circles (see
figure 2).



figure 2.

The system uses a schemata-based
knowledge representation of the way
features may compose to provide supportive
evidence for body parts (see Browse 1980,
1982b). This description includes provi-
sion for the topologically distinct views
of the body parts, and as well encodes the
underlying structure of the human body
form and its potential for deformations at
the joints.

Control of possible interpretations
is accomplished by using a cue/model tech-
nique adapted from Mackworth’s (1977a)
MAPSEE system. Through a series of steps
involving the application of 1local con-
sistency methods (Waltz, 1972; Mackworth,
1977b), bhoth at the feature grouping
level, and at the model invocation level,
interpretation hypotheses are dgenerated
regarding the underlying body form being
depicted in the image.

Interaction Between Resolution Lev-

4.
els

Within limited diameters of available
features, complete interpretation of the
line drawing is not possible. The results
of processing the image during a single
fixation (figure 3} is shown in the parse
trees of figure 4.

1. Other interpretations exist, providing
an ambiguous context. These alternatives
have been omitted for the sake of clarity.

figure 3.
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These results are available based on both
the fine level features and on the coarse
level. Note that a more specialized
result is produced (in a smaller area) for
the fine features.

One obvious objective of the
interpretation process 1is to develop a
detailed description for each area of the
image. If the system were to rely solely
on the processing of fine level features
in the accomplishment of this goal, then
every location in the image would have to
be processed. This exhaustive operation
can be avoided through the formation of
correspondences between interpretations
based on the different levels, and by pro-
pagating the detailed interpretation out-
ward into the periphery.

Interpretation elements are said to
correspond 1if (1) they are related by the
specialization hierarchy, and (2) their
attributes are similar (particularly loca-
tion). 1If a course level interpretation
object (such as "limb") is known, and one
of its components (such as "upper-limb")
has a correspondence at the fine level
(such as "upper-arm"), then an inferred
correspondence may be developed for the
entire coarse level object: if one of the
components has been identified in detail,
then the entire structure can be known in
terms of its detailed interpretation.
These 1mage locations to which detailed
interpretation has been propagated may
then initiate propagation even further
into the periphery.

In order to summarize this mechanism,
consider a real-life example: vyou walk
into a room, and your eyes fall on a
bookcase in front of you. At that moment,
only a few books are actually within the
foveal area of detailed vision. The rest
of the bookcase is only observed in the
lower resolution periphery, and provides
an interpretation which may be consistent
with several possibilities: records on a
shelf, hanging racks of computer tapes, or
books on a bookcase. The subjective
experience 1is that of confirmation of
"books" over the entire bookcase. The
detailed interpretation of "books" at the

fovea has propagated a more specific value
ro the related low resolution interpreta-
tion in the periphery.

This notion of correspondence between
interpretations is also the mainstay of
the system”s capability to intelligently
select Ffixation locations. Any coarse

level interpretation object which (1) has
components (such as limb does), and which
(2) does not have a correspondence at the
fine level interpretation, is a prime can-
didate for a subsequent fixation location.
The reason it would be a good candidate is
that, if fixated, one of 1its components
will probably be well enough interpretated
at the fine level to provide a correspon-
dence adequate to propagate the detailed
results to the entire structure. Such
locations will provide the greatest possi-
ble evidence towards a final 1interpreta-
tion of the image.

The mechanism of consideration of
correspondence possibilities provides a
means of intelligent selection of fixation
location based on the ongoing status of
the interpretation process. The selec-
tiion of fixation locations is also sensi-

tive to properties of the image itself.
In the absence of other requirements,
locations are selected which are expected

to expand the peripheral interpretation
area. For the example in fiqure 3, only
three fixations are necessary before an
inferred correspondence is established for
the entire body form. At that point the
system will not have established the exact
values of the relative orientations of all
body parts, but 1later fixations may be
used to obtain these details as required
by the interpretation task.
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Topological Invariants and Apparent Motion

Lin Chen
China University of Science & Technology Program in Cognitive Science
Hof ei, Anhui Province and University of California ar Irvine
The People’s Republic of China Irvine, CA 92717
INTRODUCTION

As many authors (Uliman, 1979; Anstis, 1979; Marr, 1982) have pointed out, at the core of how to understand
apparent motion lies the correspondence problem: in the process of perceiving apparent motion, one has to establish at
some level a correspondence identifying the parts of two succeeding stimulus frames which represent the same object.

One distinguishing fact of apparent motion is that when one perceives apparent motion, often he also perceives
some sort of transformation from one stimulus pattern to another; for example, a square is moving and changing shape
simultaneously to become a circle. Kolers & Pomerantz (1971) found that three kinds of transformations, not only trans-
lation and rotation of rigid shape but also intriguing plastic deformation, occured when the dissimilar pairs gave
apparent motion. The interesting question is: What kinds of invariants under the transformation of “plastic deformation®
does the visual system depend on to determine that two figures, however shapechanged they may be, nevertheless
represent the same object?

As Chen (1980, 1981, 1982a,b,c,d) has argued, a primitive and general function of the visual system may be the per-
ception of global topological invariants, such as conneclivity, closure and holes, which are defined as invariants under
topological transformations (plastic deformations without breaking and fusion). Many paradigms and approaches in visual
perception, such as the object superiority effect (Weisstein & Harris, 1974; McClelland, 1978; Williams & Weisstein,
1978; Chen, 1982c), grouping (Olson and Attneave, 1970; Pomerantz, Sager & Stover, 1977; Chen, 1982a), card sorting
(Palmer, 1978), effortless texture discrimination (Julesz, 1981), visual sensitivity to distinction made in topology
(Pomerantz, 1980; Chen, 1982b) and competing organization with several simultaneous factors (Chen, 1982d) have pro-
vided some evidence for detection of topological properties in visual perception. The many facts mentioned above also
lead us 1o consider topological invariants as candidates for the correspondence tokens in apparent motion.

METHOD

The gencral method for the fellowing experiments was advanced by Ullman (1979) and is called "the competing
motion technique”. In this method two stimulus displays are successively presented. The first one contains a single figure
in the center, while the second contains two figures located on either sides of, and at the same distance from, the center.
The question asked is whether the figure in the first stimulus display is perceived to move to one or the other of the two
figures in the second. In Ullman's demonstrations, cach set of two stimulus displays were alternated repeatedly, and
without providing precise data, he reported the subjects’ motion preference. For collecting accurate data, in the follow-
ing experiments each set of two stimulus displays was presented on just one cycle for each trial, but many trials were
used as experimental presentations. This method provides us an experimental measure to compare and characterize the
effect of various structural invariants.

A three-field tachistoscope was used for presenting stimuli. Subjects were asked to look at a fixation point at the
center of the preexposure field then press a button which resulted in a presentation cycle. Each first stimulus display con-
taining a middle figure of each pair was presented for 100-150 msec. and each second stimulus display, for 1000 msec.,
with a inter-stimulus interval (ISI) of 20-30 msec.. For each presentation subjects were required to choose in a forced
choice procedure one of two responses: “right” (motion from a middle figure to a figure at right) or "left” (motion to a
figure at lef1), guessing if necessary. For each subject the presentation durations were adjusted in order to produce
strong effects of apparent motion. Each subject was initially familiarized with the phenomenon of apparent motion under
the condition of single alternate exposure. At least three trials of each pair were used as a practice presentation. The
order of presentations was randomized and counterbalanced across subjects. Four blocks of 21 trials per block, which
contained three prescntations of cach pair, were used for test presentation.

Four subjects participated in all these experiments involving seven pairs of stimulus displays.

Pair 1 (adapted from Pomeranltz et al, 1977) consists of the two stimulus displays shown in Fig.1l. The first contains
an arrow (stimulus a). The second contains two figures which are made up of exactly the same three line segments as the
arrow, The difference between stimulus b and ¢ is just that the one of the shorter line segments is located in two
different positions, displaced by a constant distance from the same line segment in the arrow. But the closcd nature of a
triangle makes it topologically different from the other two figures.



Pair 2 is shown in Fig.2. Each of the three figures is made up of five line segments with two sorts of lengths. Among
the three figures are stimulus a and b adapted from Julesz (1980). Although stimulus a has a different number of *termi-
nators” from stimulus ¢ and the same number of terminators as stimulus b, stimulus a possesses the same topological
invariant, simple connectivily, as stimulus ¢ and is different in topological invariants from stimulus b, which is discon-
nected with a closure.

S

FIGURE 1 FIGURE 2

b 3 c b a g

In Pair 3, stimulus a is a solid circle, stimulus b is a ring and stimulus ¢, a solid square. From our intuitive experi-
ences, a solid circle scems to have more "similarity” to a ring than to a square; however, from topology, the difference
between a disk and a ring is much deeper than that between a disk and a solid square. For the latter, the difference will
dissolve under a topological transformation, a plastic deformation without breaking and fusion. On the other hand,
stimulus b is characterized as a connected component with a hole in it, a typical topologically invariant description.

Fig4 shows Pair 4, which is similar to Pair 3 except that a square with a square hole in it was used instcad of the
disk, the middle figure in Pair 3.
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The three figures contained in Pair 5 have the common feature of possessing holes in a connected component
(shown in Fig.5). However, stimulus b has two holes in it, while stimulus a and c, just one. The number of holes is a
topological invariant, "the order of connectivity”. So, stimulus a is topologically equivalent to stimulus c, but not to
stimulus b, The inner diameter of stimulus ¢ is 0.71 ( 2/2) times that of stimulus b, so the total area of the two inner cir-
cles of stimulus b is equal to that of the inner circle of stimulus c.

Pair 6 (shown in Fig.6) involves another kind of global topological invariant, whether a target line is within a closed
curve or oulside it. If the two stimulus displays were superimposed, both stimulus a (a line segment) and the target line
in stimulus ¢ would lie within the big circle of stimulus ¢, while stimulus b (another line segment) would be outside the
circle.

Discrete dots were used to make up Pair 7 (shown in Fig.7). These figures are adapted from Zecman (1965). Each
figure is a set of discrete dots, but globally they look like Pair 3. Even though at the viewing distance in the experiment
one can sec that these stimuli are discrete dots, one still has a wholistic perception, that is, stimulus a looks like a solid
circle; stimulus c, a solid square; stimulus b, a ring. For a clearly discrete set, why do we have continuous and wholistic
perception? This fact suggests thatl the visual system can ignore details within a certain range for attaching importance to
global structure (Chen, 1980, 1981).
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RESULTS AND DISCUSSION

Subject 1 | Subject 2 | Subject 3 | Subject 4 | Average
Pair 1 92% 81% 5% 75% Bl1%
Pair 2 81% 92% B1% 83% BS%
Pair 3 B1% 92% 2% 81% B8%
Pair 4 2% 83% N% 92% 90%
Pair § 831% 100% 83% 92% 920%
Pair 6 2% 92% 83% 83% B8%
Pair 7 8% 92% BI% 75% 83%

TABLE 1. The percentages of reporting motion from each middle figure to the figure with the same topological invariants. The
differcnce in average percentages between figures with the same topological invariapts and figures with different ones are all

significant, p< .0).

The results with all seven pairs are shown in Table 1. They clearly show that subjects saw strong preference for
motion from a middle figure to a figure that has the same topological invariants as the middle figure. The figures used in
the first pair were made up of exactly the same line segments. According to the theory (Ullman, 1979) considering line
scgmenls as correspondence tokens, the only diffcrence between stimulus b and c is that one component line segment
was translated with a constant distance. It seems difficult for this kind of theory to interpret the preference for motion
from stimulus a to stimulus ¢.

In Marr's "primal sketch” (1978) and Julesz' theory of effortless texture discrimination (1981), terminators are also
considered as basic primitives. Along this line, somebody might like to argue that the preference for motion between
stimulus a and c in Pair 1 was observed not because of closure but just because of terminators. However, the result with
Pair 2 scems to rule out this objection. Stimulus a possesses the same number of terminators as stimulus b but not
stimulus c. In some cases, terminators may reflect closure and connectivity properties, but not always.

Assuming that the visual response to closure resulted from topological structure in visual perception, it would be
predicted that subjects would sce motion preferentially between a disk and a solid square rather than between a disk and
a ring. The result with Pair 3 supports this prediction.

It is interesting to note that for Pair 3 and 4 only the stimulus in the first display changed; yet the preferred direc-
tion of apparent motion strongly reversed from the solid square in Pair 3 to the ring in Pair 4. This pattern strongly sug-
gests topological cxplanation. In fact, Ramachandran, Anstis and Ginsburg (1982) have already reported that subjects
display preference [or motion from a solid square to a solid circle rather than an oultline square and from a cross to a
rotated cross rather than a square made by the same line segments. The facts have been interpreted assuming that "low
spatial frequency dominates apparen! molion®. Along this line of thinking, the preference for motion from a hollow
square 1o a ring would have to be interpreted as high spatial frequency domination of apparent motion. These two obser-
vations, thercfore. cast some doubt on the value of explanations of apparent motion using the notion of spatial fre-
quency. Under plastic deformation of stimuli, like lines or blobs, spatial frequencies, whether low or high, would be
difficull to imagine as invariants for the correspondence tokens.

Because the number of holes in a connected component represents a typical Lopological invariant and its intuitive
mcaning is not obvious, Pair 5 was designed to give more evidence for the topological hypothesis and also to further rule
out some other factors that are often relevant to the study of brightness sensitivity or spatial frequency analysis. The fact
that the total arca of the two inner circles in stimulus b is equal to that of the bigger inner circle in stimulus ¢ makes the
explanation in terms of diffcrences in brightness or spatial frequency difficult; however, the result is consistent with the
topological explanation. One might argue that the motion from stimulus a to stimulus c¢ arises from the "similarity”
between them. However, in Pair 3, the motion [rom the disk to the square rather than to the ring already indicates that
the correspondence tokens are not these kinds of similarity [aclors.

Some long-standing debates about the nature of apparent motion have often centred on the fundamental question
of how to undcrstand grouping (Anstis, 1979). Chen (1980, 1981) has considered grouping also as the extraction of global
topological invariants. The very nature of visual perception is discrete, and the approach of perceptual organization, say,
the Gestalt laws. is often aimed at some obviously discrete stimuli, such as dot arrays. Therefore, general topology can-
not be directly used to describe perceptual organization. For a clearly discrete set, why do we have continuous and
wholistic perccptions? In this sense, the Gestall perceptual phenomena look puzzling. The mathematics of Tolerance
Spaces (Zeecman, 1962) tells us how to formulate the global properties on a discrete set. Tolerance is an algebraic relation
chosen not only to represent the concept of the least noticeable differcnce bul also to represent a minimum measure
within the range of which dctails will be ignored by the perceptual system for attaching importance to global properties.



In a tolerance space, we can build up a mathematical structure similar to topology. Grouping represents a visual function
to ignore details within a certain tolerance and to extract global tolerance invariants, such as tolcrance conncctivity, clo-
sure and holcs. Taking a tolerance of onc centimeter, the two most noticecable global tolerance propertics of the second
stimulus of Pair 7 are that it has two pieces (iwo tolerance connected components) and one of them has a hole in it. So,
if grouping can really be considered as the extraction of global tolerance invariants, then preference of apparent motion
should be obscrved from the tolerance circle to the tolerance square rather than to the tolerance ring, the global toler-
ance property of which is different from that of the others. The result with Pair 7 helps us with the suggested theoreti-
cal basis for understanding grouping. Correspondence processes with either grouping or normal patterns can be described
consistently in terms of topological invariants.

SUMMARY AND GENERAL DISCUSSION

Using the adapted "competing motion technique®, seven pairs of stimulus figures showing topological variation were
designed to reveal some evidence for that topological invariants play a role in correspondence processes of apparent
motion. These experimental data, which show that subjects reported strong preference for motion {rom a central figure
to a figure with the same topological invariants as its, came from various kinds of stimulus patterns that represent quite
different structural forms and that control other explanatory factors, such as brightness, spatial frequency and termina-
tors. Nonetheless all of them are consistent with the topological explanation and strongly suggest a topological structure
in visual perception.

The key point is that the units of figure perceptual representation are invariants at different geometrical levels
(Chen, 1981). Along this line we can deepen our comprehension of some of the long-standing debates about apparent
motion. For example, now it is clear that the question of whether motion perception precedes form perception is not a
good question. Form perception includes different levels and at the level of cxtraction of topological invariants it pre-
cedes motion perception; however, at the levels of more detailed properties, say, the difference between a square and a
triangle, motion perception may precede form perception. So, we cannot simply claim that "the correspondence tokens
are not structured forms”™ (Ullman, 1979). The right question is which kinds of structured forms should be considered as
the correspondence tokens, and which kinds are not. In fact, topological invariants are a kind of important structured
form.

The critical act in formulating Ullman’s computational theory for apparent motion is of using the rigidity con-
straint on the way the world behaves (Marr, 1978). Ullman's theory is noted for the discovery of a valid constraint of
rigidity, which “enables us to solve the structure-from-motion problem unambiguously”(Marr, 1982). But at the same time
a certain limitation of the theory also comes from rigidity. Plastic deformation is a strong and common phenomenon in
apparent motion. Marr (1982) pointed out that a new theory may be needcd for when the object is not only moving but
also changing. The experimental facts reported in the present paper and their topological explanation have suggested a
new type of analysis of apparent motion, which has been motivated by the general transformation, plastic deformation.

The suggested topological approach, supported by empirical data, has also raised some interesting issues about
Marr’s “primal sketch”. "The primal sketch” has emphasized "the local geometry of an image®. How should we consider
the relationship between topological properties and "the primal sketch”? It seems that it is implausible mathematically to
compute out topological properties from local geometrical properties, such as oriented edges, lines, blobs. And the fact
that perception of topological invariants precedes motion perception has shown the early extraction of topological pro-
perties. Many other experiments, for example, the configural superiority effect (Chen, 1981) and competing organization
with several simultancous factors (Chen, 1982d), have also provided some evidence for the extraction of global topologi-
cal invariants carlier than that of local geometrical properties, such as orientations, positions. So, considering the time
dependence of perceived properties, it seems difficult to assume that topological properties are derived from local
geometrical properties. Minsky and Papert (1972) proved that for perceptrons, the topological predicate is not finite
order; however, lower-order perceptrons can be used for computing geometrical properties. Thus from the perspective of
computational theory, the global nature of topological propertics makes them essentially different from local geometrical
properties. It therefore seems difficult for "the primal sketch” to accommodate topological properties without changing
its local nature. These questions are fundamental for understanding vision and deserve further study.

Note about figures
All stimulus figures used in these experiments are black on white paper. Line scgments in Pair 1, 2 and 6 were drawn by a pen with
line width in .50 mm.



Two of three line segments of each stimulus figure in Pair 1 bave equal length in 24 mm, the other, 32 mm. The distance between
stimulus b and ¢ is 36 mm.

Three of five line segments of each stimulus figurc in Pair 2 have cqual length in 26 mm, the others, 11 mm. The distance between
stimulus b and c is 34 mm.

In Pair 3, the diameter of the disk is the same 32 mm as the outer diameter of the ring and onc side length of the square. The inner
diamcter of the ring is 18 mm. The distance between the ring and the square is 40 mm.

In Pair 4, one outer side of stimulus a is the same 27 mm in length as one side of the squarc and the outer diameter of the ring.
The inner side of stimulus a is 14 mm in length. The inner diameter of the ring is 18 mm. The distance between the square and the ring
is 40 mm.

The outer diamcters of three stimuli in Pair § are all the same 40 mm. The diameter of the inner circle in stimulus a is the same
)5 mm as that of onc inner circle of stimulus b. The inoer diamcier of stimulus ¢ is approximately 21 mm. The distances between
stimulus a and b and stimulus a nd c are all 2 mm.

The lengths of three line segments in Pair 6 are all the same 21 mm. The diameter of the circle is 59 mm. The distance between
stimulus a and b is the same 25 mm as that between stimulus a and the target line in stimulus c.

In Pair 7, the diamcter of stimulus a is 33 mm, the outer diameter and the inncr diameter of stimulus b are, respectively, 43 mm
and 19 mm, and one side length of stimulus ¢ is 30 mm. The distances between stimulus a and b and stimulus a and ¢ all 3 mm.
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Imagined spatial transformations in the visual discrimination
of left and right parts of the human body.

Lawrence M. Parsons

Institure for Cognirive Science
University of California, San Diego

Much rescarch has demonstrated that to discriminate between pairs of differently oriented but very similar objects,
one very often finds it necessary to imagine (or physically produce) the rotation of the two objects into a similar align-
ment to compare their shapes (Cooper and Shepard, 1982; on physical rotations, Parsons and Hinton, Note 1.) An impor-
tant property of the ability to imagine the rotation of an object is that often the time required for such a rotation is a
linearly increasing function of the extent of rotation.

Most of this research has been done cither with abstract shapes that are unfamiliar 1o subjects or with
alphanumeric characters. There has been little investigation of the effect of orientation on the discrimination of more
naturalistic stimuli. A few (mostly recent) studies of the perception of natural objects have examincd mirror-image
discrimination tasks in which subjects apparently imagined a human body or body-part at the orientation of a stimulus
(Cooper and Shepard, 1975; Parsons, 1983, Notes 2-5, and 7). This paper reports on 2 few results of my own investiga-
tions in this area (Parsons, 1983, Notes 2-5, and 7).

Participants in my experiments made left-right judgments of variously oriented hands and fect, and of the raised
arm of a human body depicted [rom many perspectives. Figure 1 shows examples of the kind of stimuli used in these
experiments.

Figure 1.

This task requircs bulton press responses with the left hand for a stimulus portraying a part of the left half of the body
and with the right hand for a stimulus portraying a part of the right half of the body. Subjects in various experiments
vicwed a sct of stimuli which depicted either a human body (with a raised arm), a hand, or a foot from many different
perspectives.,

A major feature of this research is the examination of subjects’ abilities and preferences for selecting planes or axes
for imagined rotaticns of objects when the number and varicty of possibilitics is relatively unconstrained by experimental
design. In nearly all previous resecarch, one or the other of two planes or fixed axes of rotation was most efficicnt to
“correct” for the difference in orientation between the standard and comparison objects. Most studies have used orienta-
tion differences (ODs) in one or both of two planes (the "picturc” and/or "depth” planes); and trials have frequently been
blocked by the planc of the OD. By contrast, on any trial in the experiments reported here, any onc of many diffcrent
plancs (or fixcd axes) of rotation could be uniquely most efficient to bring the standard and comparison object into

Portions of this work were part of a doctoral dissertation submitted to the Department of Psychology, University of California, San
Dicge. | would like to express my appreciation to Geoff Ilinton, Jay McClelland, Doa Norman, and Dave Rumeclhart for their very gen-
erous encouragement, support, and discussion. Tlis rescarch was conducted under National Scicnce Foundation Grant BNS 79-24062 to
James L. McClciland.
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Ia, CA. 92093
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congruence. In addition, the orientation difference between standard and comparison objects in these experiments could
be considerable. For instance, they could differ simultancously in the orientation of their “front-back”, "top-bottom®, and
"left-right” aspects. For these kinds of OD, an object can be brought into congruent alignment with another object (i) by
being scquentially rotated about a diffcrent fixed axis for each dimension by which the two objects differ in orientation;
or (ii) by being “simultancously” rotated about diffcrent axes, producing rotations which are effectively about unfixed
axes (i.c., about an instancously changing axis); or (iii) by being rotated about a fixed axis which simultancously corrects
for all differences in orientation.

Thus, in this paradigm, to "correct” for orientation differences, subjects must select planes (or axes) of rotation
from among a relatively large sct of possibilitics, according to their own criteria of efficiency. Their solutions to these
geometrical problems provide new information about basic aspects of the imagination and spatial reasoning ability.

In addition to investigating spatial reasoning abilities in this context, I have been studying in detail how subjects
make these scemingly simple and mundane discriminations; further, because subjects (as it turns out) do seem to imagine
the rotation of parts or all of their own body in this task, I have been comparing the imagined transformations to
corresponding physical actions (Parsons, 1983, and Notes 2-7).

Figures 2-4 show the reaction time-orientation difference (RT-OD) functions for subjects’ judgments of whether a
particular stimulus body part (a raised arm, a hand or foot) is of the left or right half of the body. Each RT-OD func-
tion is an avcrage of results in 2 to 5 different experiments, using diffcrent subjects. Each stimulus in Figure 1 was
presented in random ordered trials at 30 degree intervals in the “picture” plane, beginning at the position (0 degrees of
OD) shown in Figure 1. 1600 —
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Figure 4. RT-OD functions for soles and tops of feet. Based on 4416 correct responses of 16 subjects.

To make these judgments, subjects reported imagining the rotation of their body, hand, or foot, into the orienta-
tion of the stimulus to compare the left-right features of the stimulus body or body part with the familiar left-right
features of their own body or body part. Only for backs of bodies, backs of hands, and tops of feet stimuli at or near
ODs of 0 degrees, did subjects report knoewing "immediately” (i.e., without "thinking” about the orientation difference
between themsclves and the stimulus) whether the stimulus was of the left or right of the body. Accordingly, they pro-
duced their shortest RTs for such trials. Overall, RT depended on how the orientation #t which the stimulus body or
body-part was portrayed dilfered from the task-specific (or perhaps “canonical”) orientation of the subjects’ own body or
body-part. The geometry implicit in subjects’ strategies may be used to explain the difference obscrved between RT-OD
functions for the vicws in Figure 1 of (i) backs and for fronts of bodics, (i1) backs and palms of hands, and (iii) tops and
soles of feel.

The functions for backs of bodics and of hands, and lops of feet, are somewhat more extreme forms of the mental
rotation function typically obscrved for another set of familiar objects (i.c., sets of letters or digits; Cooper and Shepard,
1973, and Hinton and Parsons, 1981). This kind of function is slightly sloped near a standard or most familiar oricntation
(e.g.. upright) and is increasingly sloped as the remaining orientations increasingly differ from the standard. The RT-OD
functlions observed here are consistent with subjects’ introspections about their performance. For trials with cach of
these stimuli, subjects reported imagining themselves or their hand or foot rotating {rem its present (or most familiar)
position into the orientation of the stimulus. Subjects’ introspections indicated that, for backs of bodies, backs of hands,
and tops of fect, they imagined rotations about the same axis for the presentation of that stimulus at every OD in the
experiment. For trials with backs of bodies, subjects reported imagining themselves rotating in a plane parallel to the
frontal surface of their body, by tilting laterally aboul an axis perpendicular to the front of the trunk of the body and
passing through the center of the body. For trials with backs of hands and tops of feet, they repeorted imagining rota-
tions about long axis of the forcarm and of the leg respectively.

With respect to the body of the observer, left hand and foot stimuli at clockwise ODs and right hand and foot
stimuli at counterclockwisc ODs are in medial positions. Similarly, left and right [oot stimuli at oppositely directed ODs
are sccn by the obscrver as being at lateral positions. This aspect of spatial relationship betwcen the observer and the
porirayed position of the stimulus considerably aflccts subjects’ performance in this task. RT-OD functions for all four
hand and foot stimuli discussed here are reliably different for stimuli at lateral and medial positions. (These effects are
discussed further below.)

The difference between functions for stimuli portraying the back of the hand and top of the foot at lateral and
mcdial positiors, appears to result from dilfcrences in the range of subjects’ familiarity with appearance of these stimuli.
The functions observed for backs of hands and tops of feet both have a flat or very slight slope (with subjects’ most rapid
RTs) for medial ODs ncar 0 degrees, which is more extensive than the range of rapid RTs for comparable lateral ODs. In
cach of thesc cases. the functions at lateral and mecdial ODs (beyond the initial flat portion of cach [unction) have com-
parablc slopes. and there is no indication of the use of altcrnative paths or axes of imagined rotation. Thus the longer
mcan RTs for lateral ODs scem rclated to the diffcrence in the extent of this initial flat or slight slope. This difference



April 16, 1983 4

in familiarity is censistent with the differences in the range of normal motion of a hand or foot (Parsons, 1983, and
Notes 3 and 7). This suggests that the normal range of physical motion can affect the imagined rotation of body parts,
because the orientations of the hand or foot which become extremely familiar to the subject are within this range.

Though the functions for backs of bodies and of hands, and for tops of feet are relatively similar, there are striking
diffcrences between the RT-OD functions observed for fronts of bodies, palms of hands, and soles of feet. For fronts of
bodics, subjects’ introspections and RT-OD functions suggest that they imagined rotations about a single fixed, "shortest
path” axis. Rotations about such an axis, which is unique for each OD, minimizes the degrees necessary to move an
object from one orientation to another. The shorlest path rotations for differences in orientation like those between sub-
jects’ position and that portrayed by the fronts of body stimulus, are always and only 180 dcgrees—regardless of the pic-
ture orientation of the stimulus (Parsons, 1983, and Note 4).

It is apparent from other results of Parsons (1983 and Note 4) that subjects’ tendency to usc shortest path rotations
(as opposed to less efficient rotation paths) for imagining the rotation of their body is influenced by (i) properties of the
difference between subjects’ task-specific (or canonical) orientation and that at which the stimulus is depicted, and (ii)
the familiarity of the perspective from which the stimulus is depicted secemed to influence subjects’ tendency to imagine
shortest path rotations.

For trials with palm stimuli at ODs that portrayed the palm at medial positions, subjects apparently imagined
approximately shortest path rotations (like those used for fronts of bodies). This conclusion is supported both by the flat
slope of the obscrved RT-OD function and by subjects’ introspections. However, with palm stimuli at ODs that por-
trayed the palm at lateral positions, subjects apparently imagined rotations about two different axes. This difference in
imagined rotation paths into the palm at lateral and medial positions is consistent with the range of normal motion of
the hand. As readers can probably verify for themsclves, efficient (and natural) physical rotations of the hand into the
medial positions portrayed by palm stimuli follow a path different from (and shorter than) that for rotation into lateral
positions. These diffcrences in the possible (or comfortable) physical rotation paths are of course related to the mechani-
cal properties of the anatomical structures underlying such motions (cf. Parsons, 1983, and Note 3).

For trials with the sole of the [oot stimuli, subjects’ RT-OD functions and introspections indicate that they did not
imaginc shortest path rotations. The imagined rotation path of the foot seems to chosen to be within the normal range
of motion of the foot (Parsons, 1983 and Note §).

Overall, the following conclusions are suggested by my recent experimental results (some of which are presented
above). The RT of these left-right judgments depended on how the orientation portrayed by the stimulus body or body
part differed from the task-specific (or canonical) position of the subjects’ body or body part. To make these judgments,
subjects spontancously imagined a part or all of their body rotating into the orientation of the stimulus to compare the
left-right features of the stimulus body or body part with the familiar left-right features of their own body or body part.
In some cascs. subjects imagined rotations about an axis that simultancously corrected for all differcnces between the
orientation of their body or body part and that of the stimulus body. Use of such a "shortest path® axis minimizes the
degrees of rotation necessary to align two objects. In other cases, subjects apparcntly imagined rotations about two axes.
They may have used this latter strategy on trials with bodies, because of difficulty finding the shortest path axs, which is
unigue for each orientation difference (OD). Other results of Parsons (1983 and Note 4) suggest that the tendency to
imagine shortest path rotations of one’s body is influenced by various properties of the OD between onesell and a goal
oricntation, and by [amiliarity with an object's appearance throughout the range of its possible rotations.

On trials with hand and [oot stimuli, subjects apparently imagine very cfficient-—-or approximately shortest path--
rotations only when the path from the task-specific (or canonical) position of the hand or foot into the position por-
trayed by the stimulus is within the normal range of movement of the hand and foot respectively.

These conclusions scem o require a theoretical framework in which there are spatial transformational procedures
or schemas specific to different stimulus domains, and rather different from one domain to another. Further, in some
domains such procedures scem closcly related to--indeed, scem to simulate--the actual physical performance of a spatial
transformation.
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THE STRUCTURE OF VISUAL CONCEFTS

Joseph Fsotka
Computer-Eased Systems Devel opment
Army Recsearch Institute
Alerxandria, Yirginia.

The research reported here addresses the gquestion: What ie the vicual
equivalent of a word, idea. or higher—-order concept? This research is
a beginning attemptlt to analyze visual caoncepts in ways that are maost
appropriate for future richer computaticonal envirornments that will be
able to process images quickly and in great numbers:  massively
parallel machines like thase envisioned by Feldman and Ballard (19832).
Fricwledge representation in artificial intelligence applications and
pothar computer-based systems today uses many structuwring schemes:
featuwe liste, vectors, trees, networks, and produaction systems. In
each, entities or nodes are filled with concepts representing words ar
lists of words., Most of these sevetems have developed out of a
Linguistic background, and retlect the symbolic processing limitations
of  present-day computers. This contexst has made images and pictures
ditficult to use, but it is changing.

The foundation Ffor this research lies in  the many experiments that

demonstrate  the great fidelity of  the humarn pattern recoagnition
eyetemn and its enormous capaclity to store and process large numbers of
vigual representations  in very  short periods. For instance,

recognizing the face of an acqguaintance one has not seen  for many
vears implilies  the existence of an akility to select one alternative
from thousands (perhaps millions, given the many transformations  a
face may undergo) within a few moments. Computer-~based systems cannot
hegin to rival this real-time feat, 1in part perhaps bhecause no
Enowledge representation schemes appropriate to specifically visual
concepts have yet been developed.

Several edperiments have been conducted ( and one will be demonstrated

to the audience) that provide some support {for the theoretical
proposal that BGalton®™s system of composite portraiture provides one
model for  the structure of visual concepte. This proposal also has

practical implications and applications to computing. Galton used &
photographic process to add several photographs of human facee onto
the same picture, one on top of the other. The resulting single face
may be a prototype for this particular set of faces ( see Qsherson and
Smith, 1981 AFor & discussion of prototypes). Hig technigue was used
in these euperiments and has been extended by Weil (1982) to a
computer—-controlled optical videadisc system funded by DARFA.  Large
scale parallel optical computerse offer the possibility of dramatic
future enhancements.
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The experiments in this report are an impoverished beginning for the

very large task ahead. They have established that:

1) Composite faces can be recognized after viewing the set of
component faces they comprise;

2 The similarity of components to composites correlates with

recagnition performancesy

and X)) Composites are more attractive than their component faces.
These findings are hardly earth-shaking in Lheir own right, but they
+it  well with the general framework that composites are prototypes.
RBasically they provide an incentive {for looking for more critical
facts that might flesh out the critical features of visuwal concepte.

Galton™s technique of superimposing whole faces in registration to
develop an average ftace provides a wholistic procedure for creating
prototypes and making them wvisible. The {first qguestion that the
procedure raises is: can people recognize these whalistic composite
faces after viewing theilr components? BbBecond, do these prototypes
accurately represent critical featwes and relations amang the
components they comprise? Trdre, is  there anvthing unigue or
distinct about these prototvpes. not  found in their components™

Finally., the Galtonian process of composite portraiture provides a
reduced analogue for convolution and crosscorrelation processes  (as
ueed 1in  heolography) that have provided the impetus for models of
memory (cf. Fsotka, 19773 Metcalfe and Muardock, 19281). Are these
composites sensitive to common memary research manipulations?

SUBJECTS: Four groups of 25 undergraduates were wused in  the first
hal+ of the exdperiment. A fiftth group of 20 undergraduates were use
in the second half. All students were naive about the purpose of the
experiment and participated as part of a couwrse requirement at the
University of Waterloo.

FROCEDURE ¢ 100 full—face photographs were selected randomly from male
yvearbooks with the restriction that there should be no facial hair or
eyegl asses. These faces were randomly grouped into ten lists of ten
faces whose composites were photographed.

The First fouwr groupe were shown only ore—-half of  Tthe 100 faces in
tive lists of ten faces, each list followed by & forced choice pair of
composites (See figure 1). They were asked to pick the more familiar
af the two composites. 0Only one of the composites was composed of the
list of ten faces previousely shown. In order to ensure that each
student examined each face carefully, they were asked to rate the
attractiveness of eeach face on a ten point scale. The taces were
presented on slides shown in groups with order of presentation of the
lists counterbal anced.

The +ifth group rated the similarity of the paired composites to each
af the two sets of ten components on a ten point scale. This task was
performed individual ly LS ng prints ot the s=lides.
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The  high correlation between the difference in similarity ratings and
paercent correct recognition provides evidence that people base their
recognition process on the entire group of faces they have seen. If
the group of faces 1s remembered as a whole, then in some sense it can
be represented best by a composite that is an average of the entire
Group . It seems impossible to distinguish between a set of separate
and unigue dndivicduals and an amal gam ——- schema or prototype —-—— that
acts separately unless an emergent property of the amalgam can be
found. Thie emergent property mav be attractiveness. There seems to
e o satisfying explanation  for the increased attractiveness of the
composttes except that they are more representative  of the whole set
ot faces (beyond this experiment) encountered in owr experience. They
are more like the prototypical face we have unconsciously created as a
standard in its physical rather than personal ity characteristics.

In suwnmary, there are four main pieces of evidence to leave with:
First, there exist longstanding conceptions and theories with elegance
and considerable power. They address the existence of global concepts
as unique ldeaz ar  associations, separate  from  individual  stimulus
items, events, or eplisades in memory.

Ssecond, the techniguesz reported here have uncovered several facts that
may not provide critical support for Lhese theories, but lend credence
to them and offer avenues Ffor research to discover facts that would
distinauwish them from competing theories.

Third, the +indings are of same 1nterest in  their owtr right. Thes
relations among motivation and cognition are still wide open to be
explaored by cognitive scientiste For they have hardly advanced since

Waolfgang Kohler’=s monumental effort in "“"The Flace of VMalue in & World
af Fact'.

Finally, these technigues applied with greater computational power may
be useful tocls for other purposes: to create beautiful images, or for
criminal identification as Weil (1982) began to explore.
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THE ROLE OF INTERPERSONAL GAMES IN PERLOCUTIONARY ACTS

Gabriella Airenti®, Bruno G. Bara', Marco Colombetti®

*Unita di ricerca di intelligenza artificiale, Universita di
Milano
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Abstract

The analysis of perlocutionary acts is a fundamental component
for a theory of human communication which accounts for the
response of interacting subjects. We introduce two knowledge
structures, namely games and contracts, which are used by the
mental processes underlying perlocutionary acts. We present our
model through the discussion of an example of game; in particular
we focus on the problem of shifting from the wants of the actor
to the wants of the partner.

1. Introduction

Cohen and Perrault (1979) and Perrault and Allen (1980) propose

a formal model of illocutionary acts, based on speech act theory

as developed by Searle (1969). Starting from these results, we

suggest a model of perlocutionary acts in order to explain:

(i) how an actor A plans speech acts to obtain a specific response

from a partner P, and (ii) how P decides to produce a response.

Our interest here is with point (i).

Following Cohen and Perrault (1979) we assume that:

- A performs an illocutionary act whose effect is P's recognition
of A's want that P performs a specific action w;

- a process called CAUSE-TO-WANT is triggered by the illocutionary
effect and generates the perlocutionary effect that P wants to
perform T,

The main point here is that the process CAUSE-TO-WANT actuates
the transition from A's wants to P's wants. When both A and P are
human systems, this transition deserves a further investigation.
We claim that within a cognitive system a want can only be
generated:

- by a knowledge structure of the kind of Schank and Abelson's
life themes (1977);

- as a subwant of a previously existing want.

In the following we shall introduce two knowledge structures,

namely games and contracts, as useful tools for a theory of

human communication which provides for an adequate treatment of

want generation.




2. Games in perlocution

The mental processes underlying perlocutionary acts make use of
knowledge structures that we call contracts and games.

A contract is a cluster of actions involving two actors. When
the contract is activated the two actors mutually assume the
obligation to perform their roles (see Airenti, Bara and Colombet-
ei, 1983).

A game describes the interactions of two actors (the players),
as regulated by scripts within a specific context. The use of a
game for planning perlocutionary acts will be illustrated by the
following example, in which we reconstruct the process of plan
formation of an actor A. Let us suppose that A wants to be driven
to a location LC by a partner P; to fix the context, let us assume
that A is a guest in P's house.

To reach his goal A must cause P to want to perform his role.
We reduce such a CAUSE-TO-WANT action to: (i) three inferences,
made possible by a script, a game and a theme; (ii) a CONVINCE
action (see Fig. 1, where a slot-filler formalism has been
adopted: symbols in capitals are constants, small single letters
are variables).

The first inference is based on the script GIVE-A-LIFT; it
leads to assume the driver's want, PARTICIPATE-IN-SCRIPT, as a
condition of the driver's want DRIVE-VEHICLE. The use of a script
in this kind of inference is that if an actor wants to participate
in the script, then he wants to perform the action assigned to him
in the script. The second inference is based on the game A-GUEST-
P-HOST; it leads to assume P's want to PARTICIPATE-IN-GAME as a
condition of P's want to PARTICIPATE-IN-SCRIPT. The introduction
of the concept of game has the aim of providing a motivation for
an actor to participate in a script within a specific context.
Contrary to scripts, games are defined for two particular players.
We assume a principle of interaction which represents the subjects'
need of participating in interpersonal games. This principle is
realized through the theme INTERACTION, which allows A to draw the
third inference. This leads to assume A's want to PARTICIPATE-IN-
GAME as a condition of P's want to do the same. The major point
here is the shift from the actor's want to the partner's want.

The three inference steps lead to a formula which is the
effect of a CONVINCE perlocutionary act, detailed in Fig. 2. We
reduce the CONVINCE action to an inference and to the first
action of the script GIVE-A-LIFT. The inference is made possible
again by the game A-GUEST-P-HOST. Its meaning is that an actor is
supposed to participate in a game if he manifests his intention
to participate in a script belonging to that game, within its
applicability context. Eventually, A's intention to participate
in the script can be deduced from the fact that A performs the
first action mentioned in the script (in this case the request).
This amounts to assume that the execution of the first action
counts for an opening move of the corresponding game.
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The given analysis models the process used by A to plan a
perlocutionary act through a game. The same result could be
obtained via a shortcut by assuming that A's request directly
generates P's want to perform the DRIVE-VEHICLE action. The full
process is however necessary to account for:

- deceit: an actor may make the first move of the script in order
to convince a partner to play his role, without having the
intention to play his own role fully;

- failure recovery: when A executes his plan, a failure may occur
at any point; the complete plan allows A to recover from the
failure by partial replanning.

To give an example of failure recovery, let us suppose that the

actor A receives no answer to his request; by using only the

shortcut, A would have no possibility but giving up or repeating
the same request, On the contrary, through the analysis of the
complete plan given in Figs. 1 and 2, A is able to make a guess
about the failure point, and to partially replan. Possible failures
could occur in connection with any of the knowledge structures

involved, namely the script, the game, the theme. For instance, A

may assume that the script GIVE-A-LIFT is not part of the game

A-GUEST-P-HOST for his partner P. In this case, A replans his

perlocutionary act trying to replace the script GIVE-A-LIFT with

another script associated to the same game or to a different one.
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3. Discussion

To explain how an actor plans speech acts to obtain a response
from a partner is a relevant question for cognitive modelling.
The model we present could serve as a basis for an artificial
system able to plan perlocutionary acts taking into account
possible failure recoveries and deceits.

Moreover, our proposal seems to provide a first psychologically
adequate explanation of the cognitive processes necessarily
involved in the production of perlocutionary acts. In particular,
we believe that a knowledge structure like the game is needed to
explain the transition from an actor's want that a partner
performs an action w to the partner's want to perform w. Such
a transition has been reconducted to a basic principle of
interaction, which is_assumed to provide for the motivation of
action.
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NINETY YEARS OF MENTAL METAPHORS1

Dedre Gentner
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Cambridge, Mass.

Jonathan Grudin
MRC Applied Psychology Unit
Cambridge, England

Abstract

In this paper we seek to trace the way in which psychologists's concepts of the mind
have evolved over the roughly ninety years since the study of empirical psychology
began in America. We examined metaphors used by psychologists to describe mental
phenomenena, based on a corpus of mental metaphors used in the journal Psychology
Review from 1894 to the present.

The chief finding was that the nature of the mental metaphors changed over time.
Spatial metaphors and animate-being metaphors predominate in the early stages,
declining later in favor of systems metaphors from mathematics, the physical sciences
and artificial intelligence. A secondary finding was that the numbers of mental
metaphors varied: They are more prevalent in the early and late stages of the century
than in the mid-stages. These patterns are interpreted in terms of the evolution of
psychologists' models of the mind.

Ninety Years of Mental Metaphors

In this paper we examine historical changes in the metaphors used by American
psychologists to describe mental processes, Our aim is to use changes in metaphoric
language to trace changes in the models psychologists have held of the mind. Three
assumptions underlie this work. First, we assume that researchers bring to their
field of study a theoretical framework -- which may be more or less explicit -- in
terms of which they construe the phenomena they observe. Second, we assume that these
frameworks can change over time, sometimes quite rapidly (Kuhn, 1962). Third, we
assume that analogies and metaphors are used in the invention and organization of
ideas in science (Gentner & Gentner, 1983; Hesse, 1966).

Cognitive psychology during the past hundred years seems a prime example of a
field in which conceptual change has been rapid and extensive. It would be useful to
have a method for tracing changes in the Zeitgeist. One way to do this might be by
examining the metaphors used by psychologists. It has been argued persuasively that
metaphors from other domains have played a role in the shaping of psychological
theory. QRoediger (1980) noted several distinct metaphors for human memory, ranging
from Freud's rooms-of-a-house model to Atkinson and Shiffrin's storage-box model.

If indeed the metaphors used in psychology reflect the way that researchers have
conceived of the domain, then changes in the kinds of metaphors used to describe the
mind may provide an unobtrusive measure of changes in the conceptual paradigms used in
American psychology. With this in mind, we undertook to collect a representative
sample of metaphors of the mind. We chose as our source the journal Psychological
Review, since it has a history of broad representation of major work in psychology
that dates back to 189%4. Thus, our project was (1) to sample Psychology Review

1Support for the preparation of the paper was provided in part by the National
Institute of Education wunder Contracts No. HEW-NIE-C-400-80-0031 and HEW-NIE-
C-400-81-0030.



systematically from 1894 to the present for mental metaphors; (2) to classify the
resulting metaphors according to their base domain (their analogical domain, or domain
of origin); and (3) to note any changes in the numbers or types of metaphors used
across time.

The Survey

The volumes surveyed spanned nine decades, beginning with 1894, then 1905, 1915,
and so on through 1975. We examined all articles in the first issue of each volume.
All mental metaphors were recorded on their first occurrence in a given article. A
mental metaphor was defined as a comparison in which either the mind as a whole or
some particular aspect of the mind -- ideas, processes, etc. =- is or explained in
terms of a nonmental domain. We included everything that seemed a possible metaphor,
including many frozen or conventionalized metaphors, such as "mental health" or
"intellectual level."™ In each article, only one instance of any given metaphor was
collected. However, when several terms occurred in an extended metaphor, all of the
terms were collected. An example of such a system occurs in James (1905). The
phrases "an idea encountering a resisting idea," "an idea moving under its own
momentum,™ and "ideas overcoming an obstacle™ were each recorded, although they are
clearly part of the same extended metaphor.

Categories of metaphors. Out of a total of 68 articles, U8 contained mental
metaphors. We found a total of 265 metaphors for mental phenomena. After the set of
metaphors was assembled, we sorted them into categories drawn from a common domain.
The sorting was done by the content of the metaphors, crosscutting decade of origin.
Where more than one category or subcategory might apply, we used the most central and
specific features of the metaphor to select among alternatives. Our sorting yielded
20 subcategories, which combined into four major categories of metaphor: Animate-
being metaphors (23 instances), Neural metaphors (16 instances), Spatial metaphors (61
instances), and Systems metaphors (80 instances).

In Animate-being metaphors, ideas or aspects of the mind are 1likened to
creatures; e.g., "Through lying, the mind grows wary or strong from swimming against
the stream." (Dewey, 1904). In Neural metaphors, the analogical domain is some
version of the physical nervous system, as when it is stated that word meanings are
stored as mental images "located in different regions of the gray cortex of the brain,
and joined together in a unit by a series of association-tracts which pass in the
white matter under the cortex" (Starr, 1894). or movement of objects in space, as in

"things active against a background of consciousness" (Strong, 1894). Systems
metaphors are those that 1liken some mental phenomenon to a system of lawfully
constrained interactions among elements. Often, they draw on a physical or

mathematical system or on an artificial device as their analogical domain: e.g.,
"fusion of ideas™ (Peterson, 1935), or "critical band behaving like a variable band-
pass filter" (Zwicker & Scharf, 1965) Instances from each of these categories are
given in Table 1 for early, middle and recent periods.

In addition to the four major categories, there were two other
categories: "Conventional™ metaphors (71 instances) possible metaphors whose
metaphoric associations seem to have been lost: e.g., ™mental health"™ and

"intellectual growth"™; and "Idiosyncratic™ or unclassifiable metaphors (14 instances).

Patterns of distribution. The major finding is a shift in the categories of
metaphoric domains used over time. Figure 1 shows the number of metaphors used in
each of the four major categories in each of the three tri-decade blocks. In the
early samples, Spatial metaphors and Animate-being metaphors dominate. There is a
sharp drop across time in the number of Animate-being metaphors, along with a less
severe reduction in the use of Spatial metaphors. Systems metaphors show the opposite
trend: Starting as an unimportant category, with 5 members in the first tri-decade,
System metaphors gradually come to predominate. Statistical analyses indicate that



Table 1
Examples of the Four Major Categories of Metaphor by Tridecade.

Early: 1894-1915 Middle: 1925-1945 Recent: 1955-1975
ANIMATE
10) Through lying, mind grows wary 34) Reaction arcs block each 85) Super discriminating
or strong from swimming against other, varying in tension, pre-perceiver who selectively
stream. until one waxes strong asnough. prevents recognition.
11) Ideas struggle with one another. 85) Ego defenses.
NEURAL
5) Assoclations among images like 34) Thinking is neural impulses 81) Inhibitory processes.
white matter connecting regions shifting along assoclative 8l1) Loudness perhaps propor-
of gray matter. fibers from one area to another to number of mental
11) Wider ideas shorteircuit 63) Anger shortcirculits excitatlon impulses
gmaller ideas. into the parasympathetic system.
SPATIAL
11) Anything hiding in the back- 41) Habitual connections between 81) Critical Band is formed.
ground is not mental activity. ideas. B82) Reservoir model for
21) Tracing is to a photograph 63) Fear inundates the sympa- Fixed Action Pattern.
as memory ls to immediate thetic nervous system,
attention.
SYSTEMS
11) A body moves in empty space 48) Nervous system is like a 72) o = R/R + I, Where
by its own momentum as when our switchboard mechanism. R = N of relevant elements
thoughts wander at thelr own 49) Goal gradient: positive/ I = § of irrelevant elem.
sweet will. negative transfer. 0 = conditioning constant
21) Associative force 94) Serial iterative
operations

Animate-being, Spatial and Idiosyncratic metaphors decrease significantly in numbers.
Systems metaphors increase across time. Neural metaphors and Conventional metaphors
remain constant in number.

Variation in overall metaphor usage. A secondary finding is a U=shaped
variation in the overall numbers of metaphors used in different periods. Metaphors
for the mind are abundant at the outset of our sample (1894-1915), drop sharply from
approximately 1925 to 1945, and rise to even greater numbers during the most recent
tri-decade (1955-1975). The dip in mental metaphors during the middle third of our
survey (1925-1945) seems part of a general decline in the use of mentalistic language
due to the influence of behaviorism. Articles from this period tended to be
straightforward reports of data, devoid of any discussion of the internal workings of
the mind.

Conclusions

The most interesting finding is the shift in the kinds of domains from which
metaphors were drawn. Why did systems metaphors replace the animate and spatial
metaphors that predominated in the early stages? We turn now to consideration of the
explanatory goals these metaphors were intended to serve. To begin with, we pose
three questions that will serve to organize the discussion: (1) What is the function
of metaphor in scientific explanation; (2) Are some explanatory metaphors better than
others; and finally, (3) If so, have the mental metaphors in psychology improved over
time?

In scientific exposition, an analogy can allow prediction by mapping known
relationships from a familiar domain into an unknown target domain (Gentner, 1980;
Gentner & Gentner, 1983). The predictive usefulness of a metaphor reflects not only
the precision and plausibility of its correspondances, but also its
systematicity: the degree to which its inferred predicates form a mutually
constraining system. Systematicity is wvalued in scientific explication, because
interrelations among the inferred predicates allow new predictions.



Have psychology metaphors become more systematic? A remark by William James
(1890) suggests this possibility: ™At a certain stage in the development of every
science a degree of vagueness is what best consists with fertility."™ James and other
earlier writers may have used metaphor in an expansive, less precise manner.
Certainly some of the early animate metaphors seem to lack systematicity; for example,
"Memory moves more easily from a name to a person [its referent] than the reverse, as
a fish swims more easily from upriver down to the ocean." (Starr, 1894). In contrast,
when the analogical domain is a mathematical or physical system, concatenations of
immediate predictions into further predictions are possible. Algebraic metaphors such
as the learning theory equation (8 = r/r+i) are one example (Restle, 1955). The
systematic nature of the analogical domain allows a set of interrelated
predictions: e.g., that © (the conditioning constant) should rise with the number of
relevant elements (r) and decrease with the number of irrelevant elements (i); that
the ratio of relevant to irrelevant elements should be 8/1-8, and so on. The move
towards systematic analogies was surely partly motivated by desire for this kind of
predictive power.

Now we turn to the specific question of why, in recent times, computer systems
metaphors have dominated over other systems metaphors. Certainly the adoption of
these metaphors does not guarantee either rigor of application or interestingness of
results, Use of the computer metaphor does not even guarantee avoidance of animism.
Terms like "retrieving", "detecting" and "searching" can all describe human behaviors
as well as machine operations, and this ambiguity is sometimes exploited in vague
analogizing. It has been observed that an entire homunculus can be concealed within
one processing box in a flow diagram (Mandler, 1978). Nevertheless, a computer
analogy can represent a genuine simplification, if the powers of the individual
processors are sternly limited. As Dennett (1078) puts it, "If one can get a team or
committee of relatively ignorant, narrow-minded, blind homunculi to produce the
intelligent behavior of the whole, this is progress."

It is tempting to conclude that there has indeed been a change in the "degree of
vagueness" tolerated in modelling, and that the current analogies are more conducive
to progress in understanding the mind. But, according to the thesis assumed here, our
judgements must be cautious, since we see through the metaphors of our time. Our own
frameworks remain to be evaluated.
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The Evaluation of Cognitive Constructs Using Structural BEquation Modeling

Morton Ann Gernsbacher & H. H. Goldamith
University of Texas at Austin

Though, in anthropomorphic terms, the field of cognitive psychology has barely
grown out of young adulthood, its development thus far has been markedly influenced by
several of its sister sciences (e.g., theoretical linguistics, artificial intelligence,
engineering science, philosophy). These influences are most noticeable within the
structural models cognitive psychologists propose to describe various aspects of
cognitive processes. This paper presents an approach to structural modeling that arose
from work within the field of econometrics and has recently been successfully applied to
describe behavioral processes within the fields of sociology and biometrical genetics.
We believe this approach to be particularly well suited for modeling cognitive behavior
because it helps to resolve several of the paradoxes involved with other methods of
modeling.

Rather ironically, cognitive psychologists demonstrate less catholic tastes in the
methodology they employ to verify their models than they do in outlining their models.
Most cognitive psychologists collect behavioral data from classical 2 by 2 designs and
then analyze these data with standard analyses of variance. Some potential problems
arise when we attempt to extrapolate from two or four cells of means (or a series of
such sets of data) to a more elaborate description of an underlying process. First,
although we manipulate our experimental variables in a binary fashion, very often these
variables occur naturally in a continuous distribution and it 1is this latter
distribution we often imply in our models. Second, in order to obtain laboratory
control, we systematically investigate the effects of different variables by pitting
them in a series of one-to-one contrasts. Thus, the entire model is seldom tested
simultaneously and we never gain an appreciation for the extent to which the model can
account for all the phenomena it purports to explain. Third, the degree of the
relationship between the theoretical constructs represented by the model and the
variables used to measure these constructs is often left unquantified. For example, how
well 1is the construct we call "long-term memory" indexed by the percentage of words
correctly recalled after a two-week interval? In actuality, any time we test a
theoretical model we are simultaneously testing the adequacy of a "measurement model."
With the approach we shall describe today, this fact is made explicit. Moreover, the
processes of model fitting and model testing are integrated into the same procedure.

Overview of Structural Equation Modeling

Structural equation modeling (SEM) 1s a comprehensive system for testing systems of
linear hypotheses involving both observed, or "manifest," variables and theoretical
constructs, or "latent" variables. Best known among the family of SEM approaches is the
Linear Structural Relationships (LISREL) approach (Joreskog & Sorbom, 1978) which we
used in the present demonstration. It is important to note that the SEM approach
requires that the investigator have an explicit theory guiding his/her research and that
all latent constructs in the theory be assessed, preferably with multiple convergent
measures. The implementation of SEM involves three major steps:

(1) Specification of the model. The SEM approach requires the investigator to
specify, a priori, a model in which theoretical constructs are hypothesized to be
functionally related to observed variables. In cognitive psychology, these wvariables
might be behavioral measures such as reaction time or performance accuracy on a
laboratory task or they could be stimulus characteristics such as orthographic
regularity or semantic meaningfulness as indexed by a normative scale. The theoretical
constructs are such entities as lexical familiarity, memory span, or the structure of
semantic categories. Furthermore, "“causal" (or functional) relationships among the
theoretical constructs must be specified. Thus, SEM can be thought of as a procedure
that combines elements of traditional multiple regression, factor analysis, and path
analysis.




(2) Model estimation. Once the model is specified, the values for the parameters
in the model are simultaneously estimated using an iterative procedure, which in the
case of LISREL is a maximum likelihood algorithm. The input for this analysis is a
variance-covariance matrix for all of the observed variables measured in the study. The
magnitude of three types of parameters can be estimated. Values for the hypothesized
causal relationships can be interpreted as partial regression coefficients. Values for
relationships that are not specified as being causal can be thought of as correlations.
Finally, the residual, or unexplained variation, in the latent variables and in the
manifest variables is estimated. The statistical significance of each of these
parameters (with exceptions noted later) can also be computed.

(3) Evaluation of goodness-of-fit of the model. The statistical evaluation of the
overall fit of the model to the data is a crucial element of the SEM approach, an
advantage that distinguishes SEM from most other data analytic procedures. A chi-square
statistic, with its associated degrees of freedom, is the most common indicator of the
likelihood that the observed variance/covariance matrix could have eamerged if the
specified model were "true." The number of degrees of freedom in a model is the
remainder when the number of parameters being estimated is subtracted from the unique
number of observed variances and covariances. If this difference is negative, the model
is, of course, not identified. Larger values of chi square, relative to the degrees of
freedom, indicate a poorer fit of the model to the data. It is this goodness-of-fit
evaluation that places SEM within the group of confirmatory, rather than exploratory,
statistical procedures.

The Constructs of Category Structure and Category Verification

Oover a decade of research in the field of cognitive psychology has been aimed
toward investigating human semantic memory. The general consensus emerging from this
body of work is that semantic memory is organized in a highly systematic and orderly
fashion. One of the most commonly described units of organization within this store is
the semantic category. Several principles have been proposed to underlie the
organizational structure of such categories. The most popular of these are the
principles of association frequency, semantic distance, featural overlap and typicality.

According to the principle of association frequency, membership in a semantic
category 1is a function of the frequency with which a category member, such as ROBIN has
been previously associated with a particular category concept, such as BIRD, and
vice-versa. Many of you will recognize this principle as underlying many specimens of
the very familiar breed of network models of conceptual knowledge. When speaking about
semantic categories, we have simply substituted the term "category concept" for the term
"superordinate" and the term "category member" for "subordinate." The principle of
association frequency is wusually assessed by collecting normative data upon the
frequency with which subjects will mention a category member in response to a category
nane, ard vice-versa.

A second principle proposed to underlie the structure of semantic categories is
based purely upon degree of intra-category similarity. The general procedure used to
assess this principle is to ask subjects to rate the similarity of pairs of members from
a particular category. These data are then submitted to a multidimensional scaling
procedure that places the category members in Buclidean space such that the metric
distances between category members 1is inversely and monotonically related to their
semantic similarity. And, according to this principle, category membership is a
function of a member's scaled position within the multidimensional configuration
revealed for that category.

A third principle that has been proposed to underlie the structure of semantic
categories 1is that of typicality. Typicality simply refers to the degree to which each
member of a category is believed to be a good exemplar of its category. For example,
most subjects will rate a ROBIN as being a very typical member of the category BIRDS
while a CHICKEN is usually rated to be much less so.

A fourth principle that has been proposed to underlie the structure of semantic
categories involves the notion of features. Features are attributes or properties of a




semantic concept. Though the possession of a feature by a concept can only be present
or not present, semantic features themselves are believed to vary in a more continuous
fashion in regard to their importance in defining category membership. For example, a
feature of the category BIRDS such as "has feathers," might be more important in
defining category membership, while a feature such as "perches in trees" might be less
criterial. Given that each category member can also be described by a set of
characteristic features, according to the principle of featural overlap, membership in a
semantic category is a function of the number and type (more or less criterial) of
categorically descriptive features shared between the category member and the category
concept.

Clearly, each of these principle that have been proposed to underlie the structure
of semantic categories implies the existence of a theoretical construct, namely Category
Structure. Thus, in the nomenclature of SEM, Category Structure is a latent variable.
Also common to each of these structural principles is an empirical prediction. Each
principle predicts that Category Structure affects behavioral processes. The laboratory
measure comuonly used to evaluate this prediction is performance on a timed category
verification task. 1In this task, subjects are presented with the name of a category
member and asked to verify that it belongs to its appropriate category. Both the speed
with which a subject responds (i.e, reaction time) and his/her accuracy of response
(i.e., error rate) are provided. Thus, it has been proposed that measures of these four
principles are related to the latent variable Category Structure. Category Structure,
in turn, has been proposed to influence another latent variable, what we will call
Category Verification. The latter variable is measured by reaction time (RT) and error
rate. Here 1is a prime example of the proposal of implicit constructs and their causal
relationships that requires evaluation in a simultaneous fashion.

In this study, we collected several independent sets of data upon one rather large
sample of items. These items were eight semantic categories (viz., FRUITS, VEHICLES,
FURNITURE, VEGETABLES, BIRDS, SPORTS, CLOTHING) and twenty each of their respective
members. The data collection was arranged into two stages. In the first stage,
measures of each of the four structural principles were obtained for the entire set of
items in procedures identical to those employed by previous researchers. In the second
stage, measures of performance (i.e., speed and accuracy) on the speeded category
verification task were obtained, using the previously measured items as experimental
stimuli. A different group of 50 undergraduates at the University of Texas participated
in each aspect of the data collection. These subjects provided us with a data base
composed of 24,000 weasures of association frequency, 4825 measures of feature
criteriality, 80,000 measures of feature possession, 76,000 measures of semantic
distance, 807 measures of typicality, 12,750 RTs (with the effects of word length
removed) , and 136 erroneous responses. These data were reduced to a more manageable 6 X
6 (four structural principles and two performance measures) correlation matrix that we
proceeded to analyze using the SEM approach.

Application of Structural Equation Modeling

From the theoretical guidance outlined above, the model 1in Figure 2 has been
specified, estimated, and evaluated. Before discussing the model itself, we should
clarify the notation used in Figure 1. Manifest variables are represented by
rectangles, latent variables are depicted as circles, the direction of causal or
functional relationships is specified by arrows, and unexplained relationships are
denoted by curved lines. Each figure that we could draw using the symbols in Figure 1
and the conventions of path analysis specifies a series of linear equations that are
simultaneously solved by the LISREL procedure. For the analysis presented here, we used
the RAM parameterization (McArdle & McDonald, 1981) of version IV of the LISREL program
(Joreskog & Sorbom, 1973).

[t us now consider each of the portions of the model. On the left side are the
manifest wvariables hypothesized to represent different, but correlated, aspects of the
latent variable Category Structure. In one sense, we can think of Category Structure as
a factor and the standardized partial regression coefficients .69, -.57, .82, ard .79 as




factor loadings for the 4 observed variables. Note that these coefficients are high and
that the residual variance in each manifest variable is low. The negative value for
semantic distance is simply due to the fact that the Multidimensional Scaling program
(ALSCAL) used to derive the measure scales dissimilarities rather than similarities.

The two undirected relationships at the extreme left of Figure 1 represent
unexplained associations between residual variation between Semantic Distance and
Typicality and between Typicality and Featural Overlap. The existence of these weak but
statistically significant relations means that there is systematic covariance within
these pairs of manifest variables that is not common to the other two variables.

Switching our attention to the right side of Figure 1, we find the measuramnent
model for Category Verification. Gernsbacher (1982) has empirically demonstrated that a
combination of Reaction Time and Error Rate is a much more comprehensive measure for
evaluating performance in many speeded cognitive paradigms than either of the two
measures alone. Even the low error rate observed in these data (viz., mean percentage
of error = 5%) contributes substantially to the Category Verification latent variable.
We do notice, however, that RT is the stronger contributor.

The key prediction of the model is that Category Structure bears a functional
relationship to (or "causes") performance on the Category Verification task. Thus, we
examine the directed path in the center of Figure 1. The standardized partial
regression coefficient of .95 shows that the influence of Category Structure on
verification performance is strong indeed! This rather startling degree of
predictability from a collection of paper-and-pencil measures completed in a classroom
to choice RT performance obtained under highly standardized laboratory conditions alerts
us to the potential power of the SEM approach. Compare this regression coefficient of
.95 to the zero order Pearson product-moment correlations of .56, -.49, .69, and .49
between, respectively, Association Frequency, Semantic Distance, Typicality, and
Featural Overlap, and RT in these same data.

There ars some other noteworthy points concerning the estimation procedure. The
sets of directed relations on both sides of Figure 1 are simultanecusly derived so as to
maximize the predictability of Category Verification from Category Structure. Thus, we
can conclude from the fact that Typicality is the principle most strongly related to
Category Structure that Typicality also 1is the best single predictor of Category
Verification. From the rules of path analysis, we know that the magnitude of this
prediction is .82 X .95 = .78. Still employing the rules of path analysis, we can
account for all of the standardized variance in, say RT, by computing (.85 X .85) + .28
= 1.00.

Our next task is to evaluate the adequacy of the model as a whole. As specified in
Figure 1, the model does fit the data rather well. In addition, the first-order
derivatives (supplied by LISREL-IV) for each of the potential parameters of the model
are uniformly low, thus imdicating no local areas of lack of fit in the model.

In many cases, the chi square statistic may lead to rejection of the model. The
LISREL-1IV program provides information on the loci of lack-of-fit that permits one to
change the model to improve fit. Ideally, the investigator would next collect fresh
data and attempt to confirm the revised model. 1In actual practice, the model is often
"fixed" to improve fit based on preliminary attempts to fit the model. In fact, the
three undirected relations in Figure 1 were added to the model in this fashion.

Within the constraints of our data, we can pit rival structural equation models
against one another. The result is a test of the relative ability of the two alternate
theories to account for the observed covariation. One model we were interested in
specified that the four categorization principles should contribute equally to the
Category Structure latent variable, i.e., that the four partial regression coefficients
be constrained to be equal during the maximum likelihood estimation process. When we
evaluated this model, we found a chi square of 51.88 with 10 df. 1In an opposing model,
all conditions were equivalent, except that the four principles of categorization were
allowed to vary freely in their estimated contribution to the latent wvariable. This
latter model yielded a chi square of 42.56 with 8 df. Neither model fits very well, but

achieving optimal fit is not the purpose of this comparison. A statistical comparison



of the two models shows that X diff = 9.32 with 2 df, a significant difference (p =
.01) . This comprehensive test of models offers evidence that the four principles are
not equivalent measures of Category Structure.

Concluding Remarks

One goal of this paper has been to convey samething of the potential of the SEM
approach for model building and testing within the realm of cognitive psychology
research. In attempting to do this, we have underemphasized the difficulties of the
approach. Perhaps it is appropriate to conclude with some cautions, that are discussed
more fully by Horn and McArdle (1984). Given that SEM, 1like any multivariate
maximization procedure, capitalizes on chance relationships in the data, replication of
complex findings is mandatory. Issues of identification can be quite intractable, so
much so that studies not initially conceptualized with SEM in mind are often unsuitable
for SEM analysis. On the other hand, SEM has potentials we have not explored; for
example, interactive terms can be entered into the systems of equations and multiple
groups of subjects or items can be analyzed simultaneously. On balance, the approach is
worth the attention of a discipline that utilizes complex models and is in need of
methods for testing them comprehensively.
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FIGURE 1. A Structural Equation Model of the Relationship Between

Category Structure and Category Verification
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COUNTPLAN: A Model for Planning Counting Procedures based on
Utilization Knowledge, and Procedural and Conceptual Competence

Donald A. Smith and James G. Greeno
University of Pittsburgh

We are attempting to reach a clearer understanding of the distinction between
competence and performance. By "competence" we mean the general knowledge that
enables specific occurrences of successful performance. Competence includes
understanding of general concepts and principles of a task domain; we refer to this

as conceptual competence. For example, performance of young children in counting

tasks provides evidence that they understand principles of number such as cardinality
and omne-to-one correspondence (Gelman & Gallistel, 1978). Judgments about a person’s
conceptual competence are problematic; the person may wunderstand a principle
adequately for a task, but lack skills or situational resources needed to apply the

principle.

We report an analysis of knowledge needed to apply conceptual principles of
number to perform correctly in counting tasks. Knowledge for application includes

understanding of significant general principles, which we call procedural competence,

as well as knowledge that applies to features of the specific task setting, which we

call wutilization knowledge. Procedural competence 1is wunderstanding of general

principles involving relations among goals, actions, and conditions for performance.
Utilization knowledge enables features of the task setting to be used in satisfying

required conditions and goals.

Our analysis uses a formulation of conceptual competence for counting given by
Greeno, Riley, and Gelman (in press). Principles of number are represented as a set
of schemata that specify requisite conditions and consequences of actions at several
levels of generality (cf. Sacerdoti, 1977). The relation of the principles to
performance in different situations is represented by planning nets that provide

structural descriptions of procedures for counting (cf. VanLehn & Brown, 1980). The
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principles, expressed as action schemata, are used as premises of the derivations in a
way that 1is analogous to the rewrite rules used to derive sentences in generative

grammars.

In the present analysis, procedural competence and utilization knowledge are
cognitive components needed to construct the derivations of planning nets for counting
procedures. Figure | shows the main components of a production system, COUNTPLAN,
that we have implemented. There 1s a planner that receives goals and constructs
planning nets, using two sources of knowledge. One source contains the system’s
conceptual competence: principles of number in the form of action schemata. The
other source is a representation of the task setting, coupled with utilization
knowledge that enables inferences that link features of the setting with conditions
that are required according to the action schemata. Procedural competence is
represented by the heuristiecs of planning, including a standard means-ends method,
procedures for managing goals during top-down planning, and knowledge for
co-ordinating goals and actions relating to sets and individual objects. Procedural
competence also includes heuristics that can prove theorems about goals and conditions

based on features of the setting and propositions included in the utilization
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goal. When one is found, the schema is instantiated and its requisite conditions are
formulated as planning goals that can be satisfied either by wutilization of the
setting or by other actions. Goals set by the planner are of three kinds: goals to
enable actions, goals to achieve states corresponding to requisite conditions, and
logic goals that arise from quantifiers (e.g., FOR-ALL) and from connectives (e.g.,
IFF). Planning continues until all goals can be satisfied by a verified plan.
Principles of number are reflected in the requisite conditions of the schemata in the
conceptual knowledge base, so that satisfaction of those conditions ensures that

derived procedures conform to the principles.

The propositions in COUNTPLAN’s utilization knowledge are inference rules that
transform specific information in the setting into a form that is compatible with the
requisite conditions of the goals. In one of the settings that COUNTPLAN encounters
the objects that comprise the set of things to count (TTC) are arranged in a straight
line. This feature of the setting enables the inference that TTC is ordered. The
fact that TTC is ordered allows the further inference that there is a first object and
that each subsequent object is connected via a next relationship. Once generated,
these properties of an ordered set allow the planner to verify the prerequisites of
actions tha£ operate on objects in ordered sets. Actions whose prerequisites cannot
be verified in a given setting can be removed from the list of available actions. The
process of applying these inference rules is a form of theorem proving in which the
planning goals are 1linked with the inferences made about the problem setting. The
requirement of linking goals about sets with actions performed on individual objects
provided a problem in formulating planning knowledge that led to interesting insight
about procedural competence. In general, the system establishes a global goal to
count a set of objects regardless of their exact descriptions. This abstract
representation of the object is propagated down the planning net. At a lower level
this abstract representation 1is tagged with certain properties that provide a

description of the specific object. This specification is passed to the lowest level
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of the plan where it is compared with the object that was retrieved. If the two

specifications match, the retrieval process is accepted.

Procedural competence is represented in COUNTPLAN as a set of planning heuristics
that handle the goals that cannot be satisfied through utilization knowledge. These
heuristics represent general knowledge about relationships among actions, goals and
constraints that enables the generation of a plan that 1is consistent with the
principles governing the task. The planning heuristics provide procedures wused in
searching for the appropriate actions in conceptual knowledge, determining if goals
are achieved, and making decisions about goal management. The model utilizes several
types of planning rules to accomplish these tasks. One type of rule records
significant changes in the state of the world and notes possible goal conflicts. For
example, if two actions are included in a procedure and one action requires that a
particular set be empty while the other action requires that the set is not empty, a
goal conflict is noted. The information about this conflict can then be used to order
the two actions appropriately. Another type of planning rule propagates constraints
based on logical and requisite relations through the plan. For example, one of the
logic goals (FOR-ALL) requires that a plan must assure that all the objects are
counted. This constraint 1is propagated through the plan by linking each object
related state and action to the FOR-ALL logical goal structure. These links prevent
the system from accepting a plan that does not satisfy the global constraint imposed
by the FOR-ALL goal. The 1links also provide a means of accessing these plan
components if they cannot be adequately modified. An additional set of planning rules
is responsible for verifying that state goals are true and testing that all the
requisite conditions of actions goals have been verified. The final two types of
planning heuristics involve monitoring the effects of actions and the constraints
imposed by corequisites. One benefit of effects monitoring is that it allows the
system to notice that the effect of one action corresponds to the prerequisite of the

other action. Provided with this information, the system can adopt a least—commitment
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strategy and temporarily suspend the second action rather than making a stronger
commitment to retract that action. One of the primary functions of corequisite
monitoring is that it constrains the system to generate plans that are consistent with
the counting principle of one-to-one correspondence between objects counted and
numbers used. The constraints associated with this principle assume a special status
within the system and the detection of a wviolation shifts the attention of all

subsequent planning to restoration of a state of balance.

The generative capacity of the theory has been examined by analyzing several
counting tasks that impose different constraints on the plan. These analyses
demonstrate that the model is flexible in the sense that procedures are planned for
various arrangements of objects, and robust in the sense that existing procedures can
be modified to satisfy additional constraints. The analyses contribute toward
development of a theory of implicit understanding by providing a mechanism to analyze

the relationships between formal principles relevant to a task and cognitive ﬂ
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COMPREHENDING WORD ARITHMETIC PROBLEMS:
A PSYCHOLOGICAL PROCESSING MODEL

Walter Kintsch
University of Colorado

A general theory of discourse comprehension (van Dijk & Kintsch, 1983) is used
to develop a model for how people understand and solve word arithmetic problems,
incorporating a problem solving model proposed by Riley, Greeno, & Heller (1982).
This werk is being done in collaboration with James Greeno, University of Pittsburgh.

Understanding mathematical word problems is a very special kind of understanding.
Specialized strategies are involved (which have to be taught specifically in school),
and the textbase that is constructed is a peculiar one, but its peculiarity lies in
its specialized content - the same kind of structures are being generated as in any
other situation, people reading a newspaper, a story, or a textbook. Thus, we are
not proposing to build a specialized comprehension front-end for a word-arithmetic
problem-solving model; instead, we are going to apply a general model of text
comprehension to this special situation. Specifically, what the theory assumes is
that the verbal input is decoded into a 1ist of atomic propositions which are
organized into larger units on the basis of some knowledge structure to form a
coherent textbase. From this textbase, a macrostructure is constructed which
represents the most essential information in the textbase. In parallel with this
hierarchical text representation we also construct a situational model, which in
this case is the problem representation which Riley, Greeno & Heller (1982) used

as the starting point for their model, and upon which various arithmetic operations
can be performed.

A set of problems can be constructed that form prototypes for all single-step
addition and subtraction problems. By suitably restricting the language of these
problems, only 9 propositional frames must be used in these problems, which makes
the task of deriving atomic propositions from the problem sentences easy, indeed
trivial. Each proposition is associated with a meaning postulate, and it is at this
point where arithmetic-specific aspects enter into our analysis, because the meaning
postulates used here are quite special ones. They are impoverished compared with
everyday language use, and they are specialized. A1l we care about in these problems
concerns sets of objects (always marbles here), their specification (always in terms
of ownership), their numbers, and the relationships among the various sets. Thus,
the only kind of information that is relevant here is that specified by the slots
of the set schema. The textbase is always formed from this set schema. This is
very different from other types of texts, where the textbase may be based on many
diverse knowledge structures, requiring a richer interpretation. If we read "Joe
gave 5 marbles to Tom" in an arithmetic problem, all we want to know is that there
is a set of marbles now owned by Tom and formerly owned by Joe, which we call a
transfer set and which is part of a Transfer schema, together with a startset and a
resultset. In a story, on the other hand, we might be concerned with Joe's motive,
or with Tom's reaction, or we would prefer dollars to marbles - all of which would
be out of place here.

Thus, sentences are decoded into atomic propositions and these are assigned
to the slots of a set schema. The main purpose of the model is to show exactly how
this happens. The basic assumption is that the process is strategic and that the
strategies involved are not the "normal" comprehension strategies, but specialized
strategies for dealing with word arithmetic problems. Formally, strategies are
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modelled as productions. That is, we specify certain conditions in the text which,
if they occur, lead to certain actions, The actions always consist in constructing
a set and assigning the text propositions to its slot. We need five such schematic
strategies or productions to account for the problems considered here. In each case,
we find on the condition side a quantifier proposition of the form N(y) where N is

a number or SOME, and y are some marbles, plus either a HAVE,GIVE, or MORE/LESS-THAN
proposition which provides information on the role of the set to be created. For
example, N(y) in the context of a GIVE proposition creates a transfer set of N
marbles, owned by the patient of the GIVE proposition. MORE (or LESS) propositions
are the condition for creating a remainderset. Simple HAVE propositions, on the
other hand, provide no information about the role of the set. In this case, the
role slot remains empty, until there is other contextual information that permits
filling it. In the Change problems, sentence order serves that function, as well as
such explicit propositions as NOW, THEN, or PAST which further specify temporal
order and hence the role of sets in the transfer schema. In other problems,

there may be no linguistic indicators of set role at all, and hence, the role slot

is not filled in the text base. However, the role slot must always be inferred in
the problem representation which is constructed in parallel with the text base.

Thus, the problem representation is in part a copy of the text base, except for
those schema slots which the text base does not specify and which must be inferred
from the knowledge of some higher order schema. For instance, consider the combine
problem: Joe has 3 marbles. Tom has 5 marbles. How many marbles do they have
altogether? The first two sentences provide the conditions for creating two sets of
marbles, owned by Joe and Tom, with a certain number in each, but with unknown roles.
The third sentence triggers a MAKE-SUPERSET because of the HOWMANY(MARBLES) in the
context of HAVE(JOE & TOM,MARBLES). Having a superset, we need subsets, and we infer
that the two sets created previously are the subsets in question: their specification
in terms of ownership permits us to make this inference, but it does not force us to
do so logically - the inference is only justified within the pragmatic conditions of
word problems. The inferred roles are specified in the problem representation, but
no corresponding proposition "S1 is a subset" is inferred in the textbase. Thus,

the problem representation may contain more information than was explicit in the
textbase. The reverse may also be true: if we had included in our problem the
irrelevant information that Tom had blue marbles, the proposition BLUE(MARBLES)

would have been assigned to the specification slot of the corresponding set in the
textbase, but would not affect the problem representation.

Once the problem representation is completed, the arithmetic operations them-
selves are performed, the different set constellations serving as the conditions
for appropriate operations. Thus, for instance, a transfer-in schema with a calcu-
lation goal on the result set is the condition for a count-on operation in young
children, or addition in the older.

How all this works to produce the right solution to a word problem is best
illustrated by a few examples. However, because of space limitations, we can only
describe here a particularly simple example, the Change 1 problem: Joe has 3
marbles. Tom gives him 5 more marbles. How many marbles does Joe have now?

The first sentence is "Joe has three marbles". It is parsed into the proposi-
tions P1-P4 as described in Kintsch (1982). P3 and P4 turn out to be the condition
for a MAKE-SET operation, creating S1: the four propositions are assigned to the
appropriate slots of the set schema. At the same time, a parallel set is established
in the problem representation, with entries derived from the textbase (indicated by
arrows). Note that at this point there are no entries in the Role slot of S1,
neither at the textbase level nor at the level of the problem representation.

P



The second sentence is similarly organized into S2 via a MAKE-TRANSFERSET
operation, while S1 is held in short-term memory. Since S2 is a transferset,
requests are created for the corresponding start- and resultsets. S1 is identified
as the desired startset on the basis of an explicit linguistic cue, the "then" of
the second sentence. Short-term memory now contains a partially completed transfer
schema consisting of S1 and S2, and a request for the missing resultset.

The third sentence provides this resultset and completes the schema, which then
triggers the arithmetic operation count-on (or add), as in the Riley model.

A1l the other problems can be treated similarly, using the propositional schemata
for the construction of the proposition Tists, and the schematic strategies to
organize them into TRANSFER, SUPERSET, or MORE-THAN schemata. However, the process
does not always run off as smoothly as for Change 1 problems: sometimes, inferences
need to be made to specify a slot of a schema for which the text provides no explicit
cues (an example was mentioned above for Combine problems) and sometimes sets no
longer available in the limited-capacity short-term memory buffer must be reinstated
from Tong-term memory (or by rereading a sentence) to complete a problem.

Thus, our model leads us to distinguish three separate sources of problem
difficulty. In order to do these problems, you need first of all knowledge about
the right arithmetic schemata and operations - the set schema, the transfer,
superset, and more-than schemata, as well as the actual counting and arithmetic
operations; in this respect, our model is no different than the Riley et al. model
in its implications. But you also need to be able to use these knowledge schemata
in word problems, i.e., you need to have this knowledge in the form of productions
adapted to the textual input. Finally, even if you have all the right knowledge,
the way a problem is stated may make it easy or hard because some problem versions
make only minimal demands on short-term memory (e.g., Change 1 or Combine 1) while
others can only be solved if large amounts of sometimes incoherent material can be
remembered.

Preliminary analyses have shown that the need to make inferences, and especially
the short-term memory load (the size of the units to be carried in STM, the number
of requests that must be kept track of, and number of propositions that can not
immediately be attached to some set-unit) are factors which greatly contribute to
problem difficulty, over and beyond the knowledge structures and schematic produc-
tions needed to solve the various problem types.
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Children's Mental Models of Recursive ILogo Programs

by
D. Midian Kurland & Roy D. Pea
Center for Children and Technology
Bank Street College of Education

Abstract. Children with a year of Logo progranming were asked to think-aloud about
the function of same Logo recursive programs, and then to predict by hand-simulation
of the programs what the graphics turtle will draw when the program is executed. If
discrepancies arose, children were asked to explain them. A prevalent but misguided
"looping" mental model of Logo recursion persisted even in the face of contradictions
between program effects and the child's predictions.

Introduction. The power and beauty of recursion as a development in the history of
prograrming languages (such as LISP and Iogo) and its conceptual importance in mathe-
matics, music, art and cognition generally is widely acknowledged (4). Less attention
has been given to the developmental problem of how people learn to use the powers of
recursive thought and recursive programming procedures. Our approach to this question
is influenced by several findings basic to a developmental cognitive science, specifi-
cally, the role of mental models in gquiding learning and problem solving, and the
widespread use of systematic, rule-quided problem solving approaches by children, not
only adults (10). Understanding recursive functions in programming involves notational
and conceptual problems, the latter including problems with understanding flow of
control and data. Expert programmers are guided by a valid mental model of how program
code controls computer operations. Novices' faulty models are adapted in response to
direct instruction and feedback from their own programming end debugging experiences,
in which conflicts between their current model and program behavior is reflected upon.

A widespread belief among computer educators is that young children can "discover"
the powerful ideas formally present in programming simply through experimenting within
a rich programming environment, as if unconstrained by prior understandings. This
belief is largely due to Papert's (7) popular account of Logo, a LISP-like lancuage
designed for children to allow them to develop powerful ideas, such as recursion, in
"mind sized bites". Many assume children can learn recursion through self-guided
explorations of programming concepts in Logo. However, our observations of 8-12
year-clds indicate that most avoid all but simple iterative programs, which do not
require the deep understanding of control structure prerequisite for an understanding
of recursion.

In a study examining children's ability to develop recursive problem descriptions,
Anzai & Uesato (1) have shown how adolescents' understandings of recursive formu-
lations of the factorial function is facilitated by a prior understanding of
iteration. They demonstrate that for mathematics, recursion can be learned via a
discovery process by most children, particularly if they have first experimented with
iterative functions. Of their subjects who correctly identified iterative structure in
a set of problems, 64% were also able to work out recursive solutions to a second
problem set., However, only 33% of subjects who did not have prior iteration experience
worked out the recursive functions. Anzai & Uesato conclude that understanding recur-
sion is aided by an understanding of iteration, but urge caution when extending this
point "to more complex domains such as computer programming ... [since] a complex task
necessarily involves many different cognitive subprocesses, and it is not alwave easy
to extract from them only the part played by recursion" (p. 102). While Anzai &
Uesato focus on the insight necessary to generate a recursive description of a math
function, in prograrming one must acquire that insight and be able in implement it in
specific programming formalisms. In addition to understanding recursion, the child
must underctand the logic and terminology governing the lanquage's control structure.
Adult novices have trouble with both. ILearning to program they have great difficulties
in thinking through flow of control concepts such as Pascal's while loop construction
(9) and tail recursion in SO0IO, a Logo-like language (5), even after extensive
instruction. Furthermore, Bonar (2) finds that prior natural language understandings
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of programming terms misleads novice programmers in their attempts at explaining how a
program works. Prior meaning is brought to the task of constructing meaning from lines
of programming code. We expect children will also be guided in their interpretation of
programming language constructs by their natural language meanings, and by faulty
mental models of flow of control structure. Indeed, a comon lament of programming
instructors is that novices have great trouble acquiring the concept of recursion and
the ability to use recursive formalisms in their programs.

How recursion works in Logo: A user's perspective

When a Logo program is run, 1f a procedure references itself, execution of that
procedure is temporarily suspended, and control is passed to a copy of the named
procedure. Passing of control is active when the programmer explicitly directs the
program to execute a specific procedure. However, when the execution of this
version of the procedure is finished, control is automatically passed back to the
suspended procedure, and execution resumes at the point where it left off. Passing of
control is passive here because the prograrmer did not need to specify where control
should be passed in the program.

To understand how recursive procedures work in ILogo one must know:

(1) The rule that execution in Logo programs proceeds line by line. However, when a
procedure calls another procedure or itself, this inserts all lines of the named
procedure into the executing program at the point where the call occurred. Control
then proceeds through each of these new lines before carrying on with the remaining
lines of the program. Thus control is passed forward to the called procedure, and then
is passed back to the calling procedure.

(2) That when a procedure is executed, if there are no further calls to other
procedures or to itself, execution proceeds line by line to the end of the procedure.
The last command of all procedures is the END command. END signifies that execution of
the current procedure has been completed and that control is now passed back to the
procedure from which the current one was called. END thus (1) signals the campletion
of the execution of one logical program unit, and (2) directs flow of control back to
the calling procedure so the program carries on.

(3) That there are exceptions to the line by line execution rule. An important one
for recursion is the STOP comand. STOP causes the execution of the current procedure
to be halted, and control to be passed back to the procedure from which the currently
executing one was called. Functionally, then, STOP means to branch immediately to the
nearest END statement.

How well novice progranmers' mental models of the workings of recursive procedures
took into account these three central points was our research focus.

Subjects. Seven children (2 girls and 5 boys, 11-12 years old) in their second year
of Logo programming participated in the study. The children were highly motivated to
learn logo programming, and had averaged over 50 hours of classroom programming time
under the supervision of experienced classroom tea hers knowledgeable in the Logo, and
who by choice followed Papert's "discovery" ILogo pedagogy (7). All children had
received instruction in iteration and recursion, and had demonstrated in their
classroom programming that they could use iteration and recursion in some contexts.

Materials. Short Logo programs were constructed of procedures which reflected four
levels of complexity: (1) procedures using only direct commands to move the turtle;
(2) procedures using the iterative REPEAT command; (3) tail recursive procedures; and
(4) embedded recursion procedures. This paper focuses on the revealing features of
children's performance at levels 3 and 4. Examples of programs at levels 3 and 4 are
(:SIDE = 80 for each):

Ievel 3: tail recursion program Level 4: embedded recursion program
TO SHAPEB :SIDE TO SHAPEC :SIDE
IF :SIDE = 20 STOP IF :SIDE = 10 STOP
REPEAT 4 [FORWARD :SIDE RIGHT 90] SHAPEC :SIDE/2
RIGHT 90 FORWARD :SIDE LEFT 90 REPEAT 4 [FORWARD :SIDE RIGHT 90]
SHAPEB :SIDE/2 RIGHT 90 FORWARD :SIDE LEFT 90

END END
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Experimental procedure

Our choice of a method was guided by comprehension studies which utilize "runnable
mental models" (3) or simulations of operations of world beliefs in response to
specific problem inputs. Children were asked to think aloud about how a Togo procedure
would work, then to hand simulate the running of each program line by using a turtle
"pen" on paper. Then they were shown the consequences of running the program they had
explained, and if their simulation mismatched the turtle's actions, they were asked to
explain the discrepancies, and one additional problem at that level was prescnted.
Pesults

All seven children made accurate predictions for programs at the first two
camplexity levels with only minor difficulties. They expressed no problems with the
recursive call of the tail recursive programs of level 3; however, two children
treated the IF statement as an action command to the turtle, and another assumed that
since she did not understand the IF statement the computer would ignore it. No child
made accurate predictions for either embedded recursicn program at level 4. The
children's problems with explaining embedded recursion may be traced to two related
sources. The first involves general bugs in their mental model for how lines of
programming code dictate the computer's operations when the program is executed, while
the second concerns the particular control structure of embedded recursive prccedures.

(1) General bugs in program interpretation

Decontextualized interpretation of commands. Children carried out "surface readings™
of programs during their simulations. They attempted to understand each line of
programming code individually, ignoring the context provided by previous program
lines. They stated each command's definition rather than treating program lines as
parts of a functional structure in which the purpose of particular 1lines is
context-sensitive and sequence-dependent. This led to trouble during their simulations
in keeping track of the current value of the variable SIDE, and in determining the
actual order in which lines of code would be executed. Understanding recursion is
impossible without this knowledge about sequential execution. The child rust learn to
ask: "How does the line I'm reading relate to what has already happened and affect the
lines to follow?" The two bugs which follow concern an opposite tendency, an overrich
search for meaning in other program lines.

Assignment of intentionality to program code. Children often did not distinguish the
meaning of a command line they were simulating from the meaning of command lines thev
oxpected to follow (e.g. lines that if executed would draw a BOX). For example, in
program SHAPEC, one child said of the IF statement: "If :SIDE equals 100 stop. O.K., I
think this will make a box that has a hundred side." Another child at the same point
said: "this makes it draw a sguare."

Treating programs as conversation-like., As in understanding conversation, and in
problems the non-schooled encounter in formal reasoning (where beliefs about the truth
of an arqument's premises are focused on rather than the wvalidity of its form: (6),
(8)), children appropriate for problem solving any knowledge they believe will help
them undcrstand. In the case of logo program comprehension, this enpirical strategy
has the consequence of "going beyond the information civen" to comprehend the meaning
of lines of code, such as deriving implications from one code line (e.g. an IF
statement) abou: the meaning of another line. For example, one child interpreted the
recursive statement in SHAPEC as having the intention of drawing a square, predicting
that the turtle would irmediately draw a square before proceeding to the next command.

Overgeneralization of natural language semantics. Children interpreted the Iogo
cormands END and STOP by natural language analogy, leading them to believe that when
the terns appear the program completely halts. Several children concluded that GHAPEC
would not draw at all, since when :SIDE reaches the value of 10, the program "stops,
it doesn't draw anvthing." In fact, STOP and END each passively return control back to
the most recently active procedure, and drawing occurs.

Overextension of mathematical operators. Children expressed confusion about the
functions of numbers as inputs, and in arithmetic functions such as dividing the
variable value, or addition of a constant to it, during successive procedure calls.
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For example, one child explained SHAPEC this way:
...if SIDE equals 10 then stop. See, instead of going all forward 80, you just go
forward 10. Then you're gonna stop. Then you're gonna go. Then (line 3) I guess
what you're gonna do is keep on repeating that 2 times, so it'd be forward about 20
instead of forward 10, forward 20 (line 4), and you're gonna repeat 4, so it'd be
forward 80 because it says repeat 4 forward side...
Numbers were also often pointed to as the mysterious source of discrepancies between
the child's predictions and the results of program execution.
(2) Mental model of embedded recursion as looping.
The children were fundamentally misled by thinking of recursion as looping. While
this mental model is adequate for active tail recursion, it will not do for embedded
recursion, which requires an understanding of both active and passive flow of control.
The most pervasive problem for all children was this tendency to view all forms of
recursion as iteration. For example, one child explained the recursive call in program
SHAPEB in the following manner:
[the child explained what the first four lines did, then said]: "line 5 tells it to
go back up to SHAPE, tells it to go back up and do the process called SHAPEB, this
is the process [points to lines 2-4]. It loops back up, and it divides SIDE by 2 so
then SIDE becomes 40...[carries on explaining correctly that the procedure will
draw two squares]"
In this example, the child clearly views tail recursion as a form of looping, rather
than as a comand to suspend execution of the currently executing procedure and pass
control over to a new version of SHAPEB. However, in this case his wrong model leads
to the right prediction, so he is not compelled to probe deeper into what the
procedure is doing. This same child explained that SHAPEC:
"...checks to see if SIDE 80 equals 10. If it does, end the program. Next, line 3
[the recursive call] tells it to go back to the beginning except to divide SIDE by
2 which ends up with 40. Then it goes down there (line 2) checks to see if SIDE is
10...[then] back to the beginning...[continues to loop back until SIDE equals 10
then] checks to see if it equals 10, it does, stops. OK, a little extra writing
there (points to lines 4 and 5). [draws a dot in the paper to indicate his
prediction of what the procedure will do and comments] and that is about as far as
it goes because it never gets past this SHAPE (line 3). It is in a loop which means
it cannot get past 'cause every time it gets down there (line 3), 1t loops back
u .“
ThiEEtﬂre the child's explanation and prediction were incorrect since SHAPEC makes the
turtle draw a series of three squares in a line, each twice as big as the previous
one. The child expressed complete bewilderment when the procedure was executed, and
could offer no explanation to account for the discrepancies. On the second program of
this type, which draws three squares of different sizes inside one another, the child
worked down to the recursive call and then said:
"um. wait a minute. I don't understand this. Well anyway, from past experience,
like just now, I guess it's not going to listen to that command (points to the
recursive call) and it's going to go past it, and it's going to [draw a square] and
I guess its going to end then."
Again, when the procedure was run and the child saw he was wrong he expressed
confusion, but instead of looking for an error of understanding, he asked:
"Is this the same language we used last year? Because last year if you said SHAPE,
if you named the program in the middle of the program, it would go to that program.
We did that plenty of times, but it's not doing that here. I don't know why."
The child blamed the langquage for not conforming to his expectations, but in doing so
he indicated that at some level he knew the correct meaning of a recursive call: "it
would go to that program." However, though he seemed to know the rule, when he worked
through a program, his simpler, and in many cases successful, looping model prevailed.
Discussion and conclusions. We believe these findings are important because they
reveal that the children's conceptual bugs in thinking about the functioning of
recursive computer programs are systematic in nature, and the result of weaker
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theories that do not correspond to procedural computation in Logo.

These findings also imply that, just as in the case of previous work with adults,
programming constructs often do not allow mapping between meanings of natural langquage
terms and programming language uses of those terms. Neither STOP or END stop or end,
but pass control back. This is important for the Logo novice because when their mental
model of recursion as looping fails, they have no way of inferring from the syntax of
recursion in Logo how flow of control does work. So they keep their inadequate looping
theory, based on their successful experience with it for tail recursion, or blame
discrepancies between their predictions and the program's outcomes on mysterious
entities such as numbers, or the "demon" inside the lanquage itself. An important
issue of a development theory of programming then is: How do inadequate mental models
get transformed to better ones?

For a developmental psychology of programming, we require an account of the various
factors that contribute to learning central computational concepts. So far efforts to
help novices learn programming languages through utilizing programming tutors or
assistants have bypassed what we consider to be some of the key factors contributing
to ncvice's difficulties working with computational formalisms. Beyond mistaken
nental models about recursion, we have found these to involve atomistic thinking about
how programs work, assigning intentionality and negotiability of meaning as in the
case of human conversations to lines of programming code, and application of natural
language semantics to prograrming commands. In studies underway, it appears that none
of these sources of confusion will be intractable to instruction, although their
pervasiveness in the absence of instruction, contrary to Papert's idealistic
individual "Piagetian learming”, suggests that self-quided discovery needs to be
mediated within an instructional context.
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HOW DO CHILDREN THINK ABOUT NUMBERS?
Let us count the ways

James A. Levin
Marcia J. Boruta
University of California, San Diego

Andrea L. Petitto
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Abstract
Children use a wide variety of strategies when dealing with numbers. This
diversity has previously been approached through a study of "bugs', strategies
that are flawed in various ways. However, we have uncovered a variety of
valid strategies which different children bring to bear when dealing with
numbers in simple addition and subtraction tasks. By observing these

strategies in computer-based estimation games, we have identified some of the
components of expert mathematical knowledge.

Introduction

What makes a person an expert mathematical problem solver? The
uniformity of the current mathematics curriculum and many of the current
psychological models of mathematical problem solving imply that there is one

way to represent numbers and one set of processes for solving a given
mathematical problem.

Our observations of children dealing with a computer math microworld
have highlighted instead the diversity of approaches they bring to bear.
Some of the approaches are "buggy", such that the results they produce are
systematically incorrect. However, others are quite different from the

standard approaches children are taught in school, yet are equally valid
representations of number and numerical operations.

Shark Shooting

One computer microworld we have developed and used is called "Moving
Shark". In this world, children see the fin of a shark on the video screen,
then the fin disappears beneath the water, leaving a set of ripples. The
children see a '"digital readout" at the top of the screen which tells how far

the shark has moved underwater. They are to type in a number saying where to
throw a harpoon to hit the hidden shark.
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Figure 1: Moving Shark Microworld
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This example is an addition task: the player has to add the movement
amount to the initial position in order to compute the new position. One common
approach, which most adults employ, goes like this: 1) estimate the number
specifying the initial position (in this case, perhaps 55), 2) add to that
number the movement number, and 3) type in the sum.

This approach is so natural and obvious that we might dismiss all others
as "buggy" unless we kept an open mind. Another approach, which we’ve seen
children apply to this problem is: 1) estimate the length of movement
represented by the movement number, 2) apply that length on the screen to the

initial location, 3) estimate the number specifying the new position (in this
case, perhaps 85).

In this little microworld, there are two very different representations
of numbers: as decimal digits and as position on a number line. The goals
embedded in the game require dealing with both of these ways of thinking about
the same thing. 1In fact, simpler versions of this game mainly require
translating from position on a number line to digits (a game we developed
called Harpoon) or from digits to position on a number line (a game we
developed called Sonar). We have found that children differ on their facility
in each of these two ways of thinking about number.

With each way of thinking about numbers, there are corresponding
numerical processes for manipulating numbers. So, addition of digits is the
multi-step right-to-left symbolic algorithm that we all learned as "addition".
However, addition of two numbers can be carried out by representing the two
numbers as positions on a number line, then translating the line length
representing one number to the end of the other. Galton (1907) reported this
technique as the way that one of his subjects standardly did addition and
subtraction. Similar estimation techniques have been discovered with subjects
doing multiplication (Lopes, 1976).

What we have discovered is a variety of "non-standard" (but
mathematically valid) ways of representing numbers and numerical operations.
Are these non-standard ways just curiosities, illustrating the wonderful

perversity of human nature in bucking twelve or more years of the best efforts
of the educational establishment?

We find these variations non-trivial for two important reasons:

1) They are consistent with close observations of the ways that adults
actually deal with numbers.

2) They may hold the key to the nature of mathematical expertise.

Mathematical expertise

Lave and her associates have been carrying out careful studies of how
"just plain folks'" in Southern California deal with numbers in their everyday
lives (Lave, Murtaugh, & de la Rocha, 1983). For example, they observed
housewives doing their grocery shopping. They found little use of the standard
multi-place algorithms learned in school. Instead, they found an extensive
use of a diverse set of specialized estimation strategies. In many cases, the
people were somewhat embarrassed to have these specialized strategies
observed, since they felt they '"should" use the standard algorithms.
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These findings have been reinforced by the studies of Scribner, observing
the arithmetic of warehouse workers (Scribner, 1983). Again, these workers
use a diverse set of specialized approaches for performing arithmetic
operations in service of their work. Before we dismiss these findings with a
cavalier conclusion that people are lazy, let us examine some studies of
expert physics problem solvers.

Larkin and her associates (Larkin, McDermott, Simon, & Simon, 1980) have
been studying the ways that experts and novices differ in solving physics
problems. When a physics teacher demonstrates in a class how to solve a
problem, s/he often describes the problem, then immediately writes down a set
of equations, which, when applied in the correct order, lead to the desired
solution. Novices, taking this as a model, start solving the problems given
to them by writing equations. They then get stuck in a quagmire of details.

A close examination of expert solvers solving unfamiliar problems shows
that there are several preliminary steps that they take which are not often
revealed to novices. Experts initially represent the problem to themselves
in a qualitative, global way, often by drawing a diagram that abstracts out
the major factors. At this point, they can then classify the problem as
being an instance of some general type. These preliminary steps then guide
the experts in writing the appropriate equations and using them in an order
that leads directly to a solution.

The hallmark of an expert is the ability to think about a problem in
their domain of expertise in multiple ways, and to draw upon these multiple
points of view in a sequence that leads straightforwardly to a solution.
This kind of "orchestration" of multiple representations of the problem
elements is just what we find distinguishes experts in our estimation
microworld from novices.

When a player misses the shark, s/he gets several kinds of information as
feedback. First of all, the harpoon "splashes" into the water, leaving a set
of ripples to mark the spot. Secondly, the player gets textual feedback,
either "Smaller'", "Bigger", or "Right On!". Thirdly, an arrow appears that
indicates which way to go in making the next guess.
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Some of the novice players only pay attention to the textual feedback or
to the arrow feedback, effectively turning the game into a bisection strategy
game like Hurkle. Other players use this same feedback, but instead of
bisection, they increment or decrement their guess by a fixed amount (often
some multiple of ten). Still other players use the "splash" feedback to
calibrate the previous location of the shark, and then reevaluate their
addition estimation. Expert players often use several strategies, within games
or between games. Within a game, some experts use different strategies for
the first guess and for subsequent guesses. Some even use multiple strategies
within a single harpoon throw decision.

Theoretical implications

What are the theoretical implications of this view of expertise? The
notion of coordinating multiple simultaneous approaches to a problem is very
much in the spirit of the current work on parallel distributed processing
(Hinton & Anderson, 1981). But what kind of representation can we have for
numbers that allows us to capture very different ways of thinking about
numbers and their representation? Most cognitive models have proposed
relatively limited representations for numbers, often finessing the entire
issue by representing numbers by real numbers. Others have proposed multiple,
independent representations for the different aspects. Shepard, Kilpatric &
Cunningham (1975), for example, propose several independent multidimensional
scaling spaces to represent the numbers less than 10.

We have proposed a "landmark representation" for continua (Levin, 1981;
Hutchins & Levin, 1981). 1In this representation, there are a set of
"landmark" concepts for particular discrete numbers. Any particular number is
then represented by the differential "activation' of one or more of these
landmarks. This framework allows a substantial diversity of representational
types, each with its own set of landmark concepts. These different types are
then coordinated by the interaction of the landmarks of the types when
simultaneously activated.

The particular types of number manipulation processes (such as addition
or subtraction) are cognitive processes that are defined to operate on
one or more of these types of number landmarks. So, for example, the multi-
place right-to-left digit-based algorithm is defined in terms of the landmarks

of the digits; the quantity manipulation algorithm is defined in terms of the
spatial landmarks for numbers; etc.

Now we have a way of thinking systematically about the diversity
that seems to characterize expert functioning in rich environments. So what?
Well, even at this preliminary stage, we can derive from this view some design
principles for educational software. If expert functioning depends upon the
coordination of many different points of view on a problem, then it may be
valuable to present to learners different views of a problem simultaneously,
so that they can learn how the different points of view coordinate with each
other. This is a feature we have built into many of our educational tools and
educational games, and this feature seems to have pedagogical power.
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A Computational Description of the Stages of Development of Object Identity by Infants#
by
George F. Lugerss, Jennifer G. Wishartsss« and T. G. R. Bower**»

Abstract

This paper is in two parts: [, a brief description of the identity theory of the development of the object concept
and a computational model that describes the three stages of that theory and, II, the running of that model on two
experiments important in the analysis of development of the object concept. The model is desigred to help deter-
mine which parameters in the development process might best explain changes within the object comprehension
skills of infants. The discussion presents a set of perceptual invariants that can be used: a), to describe changes
between developmental stages and, b) offer the potential for a cost/gain metric for that development.

The model is written in PROLOG, a very high level computer language. Detailed descriptions of PROLOG
(6)(15) and further uses of PROLOG to model problem solving skills (7) may be found elsewhere.

I. Identity Theory and the Computational Model

The identity theory proposed by Bower and Wishart (1)(16) to explain the developmental stages of the object
concept suggests that the conceptual problem which underlies these stages for young infants is one of object identity
rather than object permanence. A basic idea of object reality (including some idea of permanence) is assumed to be
present in infants from birth (1); the infant is seen as having difficulty in maintaining the identity of an object
throughout an event sequence. This difficulty is present whenever the event entails temporary disappearance of the
object (4), and is particularly acute if the sequence involves close interaction with any other object (16).

In this theory, development is seen as a progressive refinement of the infant's rules for attributing identity to
an object over time. The infant moves from the simple recognition that an object is the same object at different
times and in different places, through to more elaborate notions which define identity in a much stricter sense, with
the object not only being recognized as perceptually the same but as identical in the sense of being one and the
same object when involved in any event sequence, i.e., the same and only such object involved.

Each change in development level means that the infant can maintain the identity of an object over increas-
ingly complex event sequences. Each new identity rule reduces the population of "objects” with which the infant
must deal and therefore represents a considerable cognitive achievement.

These rules and the psychological evidence for their validity are outlined below (for a fuller account, see (16)).
Rule 1, which corresponds to Piaget’s stages I and II, (10) (11) is stated:
An object i3 a bounded volume of space in a particular place or in a particular path of movement.

It follows from this rule that two objects cannot be in the same place and that two objects cannot be on the
same path of movement. A violation of rule 1, such as replacement of a stationary object by a totally different
object, will be treated by this level of infant as a transformation of the original object rather than as a replacemnent
by another object (1).

Application of this rule in search tasks would lead to the following search behaviors:

— to find a stationary object, look for it in the place where it usually is.
— to locate a moving object, look for it along its path of movement.

When an object that was stationary begins to move and the subject looks back to the space the object previ-
ously occupied what has become known as a place error occurs (2). When a moving object has in fact stopped and
the subject continues to follow its path, a movement error occurs (3).

Rule 2 describes the second stage of development and corresponds to Piaget’s stages 11I-V (10)(11):

An object 13 a bounded volume of space of a cerlain size, shape, and color which can move from place to place
along lrajeclories.

Place and movement errors no longer take place because they are mediated by the perceptual features of the
object, which were ignored in the application of rule 1. It is still true that two objects canpot be in the same place

*  We wish to thank the British Medical Research Council and North Atlantic Treaty Organization for supporting this research
*+ Department of Computer Science, University of New Mexico, Albuquergue NM, USA
se¢ Department of Psychology, University of Edinburgh, Edinburgh, Scotland, UK
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or on the same path of movement at the same time, i.e. that the bounded volume of space that defines the object
cannot be violated. Total or partial occlusion of the object still causes problems for infants operating with rule 2.

Search behavior for this level of infant will include finding an object by searching for it it its usual place, or if
it has moved, along its usual path of movement. Since perceived information is incorporated in this rule for identi-
fying an object, any sequence of actions violating the perceptual integrity of the object, as when the object is
covered by a cup or some other occluder, will be treated by the infant as the replacement of the object by the new
object. Behavior in this situation will be:

— to find an object that has mysteriously disappeared, remove the object replacing it, and with experience,
— to find the disappearing object, remove the object which is in the place where the desired object was last seen.

This will allow the infant to succeed in Piaget's stage III-IV or IV-V tasks, but does not represent any true
understanding of spatial interactions between objects.

Rule 3 corresponds to Piaget's Stage VI (10)(11):

Two or more objects cannot be in the same place or on the same path of movement simullaneously unless they
bear o spatial relationship to each other which involves the sharing of common boundaries.

The third identity rule is essentially the same as rule 2 but is modified to fit with the infant's experiences of
the consequences of interactions between objects. Thus, for an infant working with only rule 1, an object which
moves then stops or which enters into a spatial relationship with another object in such a way as to lose or mask its
identifying boundaries will have disappeared mysteriously. With rule 2, only the latter kind of event will cause
identity confusion and erroneous search behavior. Not until acquisition of rule 3 can the infant understand that a
spatial relationship between two objects does not violate the identity of either. Prior to the acquisition of rule 3,
the infant does not understand that a spatial relationship between two objects does not violate the identity of
either.

In summary then, Bower and Wishart hypothesize that the infant develops a progressively more comprehensive
set of rules for recognizing and maintaining the identity of an object over time. The staged acquisition of these
rules both directs the infant's attempts to relocate objects and explains the erroneous behavior seen on the tradi-
tional object permanence tests. As one rule is replaced by the next, the infant comes closer to the appreciation of
the invariant properties of individual objects. At maturity these rules will be sufficiently developed to allow an
object to interact in common space with any other object without risk to its unique identity.

A first attempt at computer simulation of this period of cognitive development has already been made and is
reported in (8). That paper deals only with the first two of the three hypothesised stages of development, compar-
ing the output of the computer model with data collected in five Bower et al studies of infants' responses to simple
object movements. The present paper describes the modeling of all three stages of development in two experiments.

A description of the PROLOG (6)(15) rules modeling each stage of development is now given. Rather than
PROLOG code we list the competencies, expectations, etc. that make up the rules for each stage of development.

Stage 1.

a. Focus on a location. This location has been constructed from the locations of the immediately preceding object
structures found (see (e) below).

b. Find an object within a fixed distance of where focused. If an object cannot be found report failure and look
back to the preceding object found (the previous snapshot).

¢. Check the object for interest, seeing if it has volume or mass. This is done by considering two slightly different
views of the object.

d. Check if all boundaries are intact. This is done by checking the integrity of the boundary within the snapshot.

e. Based on the object at snapshot (n) and snapshot (n - 1) comstruct an appropriate expected location for
snapshot (n + 1).

Stage 2.

The competencies and expectations of stage 2 are almost identical to those of stage 1, as one might expect,
except that a check occurs between (b) and (c¢) above comparing further perceptual relationships (size, color, shape)
between the object at snapshot (n - 1) and the object found at snapshot (n).

Stage 3.

The competencies of stage 3 include all those at stage 2 and in addition the perceptual check of stage 2 is made
both between (b) and (c), as in stage 2, and after the boundaries are scrutinized, after (d) above.

Experiments are run by our program in two independent steps: the creation of the set of snapshots of object
structures that represent the physical experimental situation and then the analysis of these object structures by the
rules of a particular developmental stage.



a8

Our two steps, creation and analysis, provide for (in fact have an a priori commitment to) an independence of
the object structure and its perception. This means that there is no interaction between the percept of an object
and the subject that in any way changes the nature of the percept. The changes come in the subject's interpreta-
tion of that percept. This commitment to the primacy of perception allows description of its origins and presence
according to a number of differing theories (6)(13).

II. The Experiments and Discussion

Two experiments are described in this paper. All three stages of the model are tested on each of these experi-
ments. The snapshots for the experiments are described in Figures 1 and 2.

In experiment 1 (Figure 1) a yellow sphere of radius 4 is located at (60,4,10) at time 1. (60,4,10) marks the (x -
left/right,y - up/down,z - depth) coordinates of a 3-dimensional cartesian space. The sphere remains stationary for
three time periods (or snapshots) and then moves to the right (with respect to the infant who views the scene from
the point (60,0,0)). After moving for three time periods the sphere arrives at (72,4,10) where it again rests for three
time periods before moving left and back to the starting point (60,4,10). This same sequence of rest and motion is
repeated three more times. Then, instead of moving off to the right as usual, the sphere moves to the left for three
time periods, comming to rest at location (48,8,10). Here the experiment ends.

Experiment 2 (Figure 2) has two objects, a green cube and an occluder which the infant views from position
(36, 0, 0). The occluder, in this case a black platform of length 8, height 6 and depth 6, remains centered at loca-
tion (36, 4, 6) for all time periods. (A platform is not conventionally thought to be an occluder. However infants
produce the same sequence of behaviors with platforms as they do with more traditional occluders such as screens or
tunnels (10)(16)). The green cube of length 4, height 4, and depth 4 remains at location (4, 8, 10) for the first five
time periods. From times 6 to 20 it moves right, with respect to the infant, until it rests at location (68, 8, 10).
While passing to the right the bottom boundary of the cube is obscured by the platform from time 11 to 15. After
resting at (68, 8, 10), the object retraces the path back to the original starting place (4, 8, 10), repeating the partial
occlusion in the middle of the path.

Each experiment of this study was chosen for a reason. Experiment 1 was an experiment Prazdny (12), in his
computational description of certain Bower and Wishart experiments was unable to model. Experiment 2 of this
study is an experiment already run with human subjects with known outcomes. In fact, results very similar to
those described below have been reported by Bower and Wishart (4)(16). The second experiment is also important
in current work at Edinburgh designing a cost/gain model of development (see below).

The results:

Experiment 1: The PROLOG model for stage 1 produced movement and place errors each time the object
either stopped or started in motion, 15 times altogether. There was no problem following the new motion in a
different direction as long as the object’s locations were close enough to each other across consecutive time intervals.
("Close enough” is an empirically testable measure with infants). Stage 2 infants perceived only one object since
their perceptual checks were able to determine two objects to be one and the same if color and size measures
remained invariant across time. Because there were no border violations stage 3 analysis gave the same results as
stage 2.

Experiment 2: Stage 1 found a new object when either motion or rest or boundedness was violated (9 in all).
Stage 2, using perceptual checks, found new objects only when boundedness was violated (5 objects). Stage 3 found
only one object since perceptual checks were able to override violations of boundedness.

A motivating force in the design of our model has been to demonstrate that the infant's detection of the pres-
ence or absence of different perceptual invariants across the object structures that make up the experiments offer
two powerful explanatory mechanisms: First, we hypothesize that the psychological effect of the presence of such
formal (i.e. internal or mental) invariants is to produce the behaviors that allow us to discern the three distinct
stages of development. The infants’ tracking behavior is directed not by direct perceptual input (14) but by three
sets of conceptual rules discerning the invariants found across .he object structures of the experiments.

Second, we hypothesize that the high cost of coping with multiple objects (non integrated perceptual
phenomena) at one stage of development gives way to a more economical accounting with the discovery of new per-
ceptual invariants at the next stage. The discovery of new invariants provides a more parsimonious explanation for
the same phenomena. This cost/gain explanation for between stage development is the main focus of our continu-
ing research, with the model and with real babies. At present we know that infants exposed to tasks like experi-
ment 2 described above show accelerated development through the stages. The acceleration is manifested_not only
in simple, visual tracking tasks such as this experiment but also in transfer tasks involving manual search (16).

The fact of acceleration in the transfer tasks gives us confidence that the changes induced by tracking experi-
ence are conceptual changes rather than changes in sensori-motor skill. Our hypothesis is that the motive force of
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change is the conceptual gain associated with the reduction in the number of phenomena the cognitive system must
deal with at each successive stage. The 'cost’ of this 'gain’ is the increased load the perceptual system must bear.

With both experiments there is a clear gain: Experiment 1 presents an object in motion and at rest and then

changing direction. The youngest infants perceive a new object each time the rest or motion change. These multi-
ple objects are unified by the perception of color and shape invariance at stage 2. Similarly, in experiment 2 multi-
ple phenomena are perceived as the object starts, stops, and shares boundaries with the platform. Again the invari-
ant aspects of the object, even as it shares a common space, allow the more advanced infant to perceive a single
object at rest, moving, and sharing boundaries.
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Figure 1 (1) and Figure 2 (r). S(7) represents the ith snapshot or time period for the experiment and (x,y,z) describes
the location of the object in 3-dimensional space,
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Abstract

I'ne process ot determining the temporal structure ot a
narrative text 1s extremely complex. In this paper, we
examine a small but central part of this process: the roles
ok aspectual class and the progressive/non-progressaive
distinction. A standard set of aspectual classes is presented
and the temporal etfects of each of these <classes is
discussed. Ftinally, we briefly discuss an implementation ot a
system which can read a simple narrative text and construct a
model of the temporal structure of that text.

- - introduction.

We are 1nvestigating the process of determining the temporal

structure O narrative texts. lhis entails an investigation i1nto the
many tactors which operate together within a narrative to indicate the
temporal relations which hold between the events and situations
mentioned in the text. Among these tfactors are tense, the
progressive/non-progressive distinction, time-adverbials,
worla-knowledge, and aspectual c¢lilass. In this paper, we will examilne
the roles ot aspectual class and the progressive/nonprogressive

distinction im this procegs.

We are using an essentially 1nterval-based approach (similar to
tnat proposed 1n Allen tll) to the representation of temporal
1ntormation. We do, however, use some time-points. Whether these are

really” points or JjJust very small 2intervals is a question which we do
not address.

2. lpe Narr -0

Witnin a narrative, the mosSt important temporal retrerence point 1s
the point which represents the “"present” moment within the narrative.
When the time adverblal OQwW 1s used 1n a narrative, 1t 1is this point of
time which 1s pbeing referred to. For thais reason, we refer to this

rererence point as the nparrative now-point, or, more brietly, as the

now—po.Lnt .

This now-point functions within a narrative more or less the way
that the present (the "real" now) tunctions 1n the real world. That 1is,
everytning which comes pefore the now-point 1s 1n the past (in the world
ot tne story) and everything that comes after the now-point is in the
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future trom the perspective of that moment in the story. Thus, as the

story progresses in time, the now-point 18 moved forward in time.
Uncovering, and then modeling, the ways in which different temporal
devices 1interact with, and sometimes affect, this now-point is one of

the major goals of our research.
3. Aspectual Class.

The notion of aspectual «c¢lass plays a central role 1in the

determination of the temporal structure of a narrative. One of the
earliest detailed discussions of the concept of aspectual class was
given in Vendler (7]. This work has since been refined and expanded

upon in Dowty (2], Vlach (8], and Steedman (6], among others. The basic
idea 1s that propositions can be shown to fall into one of a small
number of categories (sometimes called aspectual classes) based on a

number of properties of these propositions. The exact number of such
classes, along with the catalog of properties associated with each
class, varies with the researcher. Vendler distinguished the following
four:

3.1. Achievements.

Examples of this class are: "Mary fell asleep at 12 o'clock", and
"John reached the top of the hill". The principle temporal properties
of this class are (1) the simple, i.e. non-progressive, forms are true
only at time points; and (2) the truth of the progressive form (4if it
exists at all) does not imply the truth of the simple form, so that for

instance, "John was falling asleep" does not necessarily imply that
"John fell asleep”.

3.2 Accomplicshments.

Examples of this class are: "“John ran a mile" and "Mary played a
sonata". Typically, accomplishments involve a goal or an outcome of
some sort. The principle temporal properties of this class are: G4 )
the simple form 1is true at an interval of time, i.e. accomplishments
are not point-like; and (2) like achievements, the truth of the
progressive form does not 1imply the truth of the simple form, so that
for instance, "Mary was painting a picture” does not mean that "Mary
painted a picture”, 1i.e. that she completed it. Dowty (2] refers to
this property of both accomplishments and achievements as the
"impertective paradox". That we are aware of, the first person within
Al who dealt with this problem was McDermott ([(3)]. He used an
“in-progress"” operator to mark the progressive forms. Vlach (8] also
argues for the use of a PROCESS operator and this is the approach that
we are also using. On the other hand, the simple form of an
accomplishment does imply the progressive form, so that if “"John ran a
mile"” then "John was running a mile".

The class of propositions consisting of the union of the
achievements and the accomplishments (both in their simple forms) has
been referred to as the class of events [(4]. The way events typically
behave can be seen in the following example. Imagine we are reading a
text and we come across the following sequence of sentences:

John got out of bed. He wrapped his blanket about
his head and shoulders.
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The meaning of this particular example seems to be that first John
got out of bed and then he wrapped the blanket about his head and
shoulders. We interpret these sentences this way because (1) we Know we
are reading a narrative; (2) the sentences appear in a particular
order; and {3) these sentences describe events. Notice that
world-knowledge is not helpful in this example. Typically, an event
sentence 1in the simple past tense describes an event which occurs AFTER
the previously established now-point, and it has the effect of wupdating
this now-point to just AFTER the time-interval of the event described.

3.3. States.

Examples of states are: ‘"“John knew the answer" and "The jar was on
the table”. 'The principle temporal properties of states are: (1) if a
state 1s true for some interval of time then it is true for all points
and subintervals of that 1i1nterval; and (2) states are always viewed
impertectively, i.e., from within.

As a demonstration of the effect of the second property, consider
the tollowing example which consists of an event sentence followed by a
stative:

John awoke. 1t was dark in the room.

The most likely interpretation of this example 1s that the state of
1ts peing dark held not only for some interval after John awoke but also
tor some 1nterval betore he awoke. What we believe happens in such an
example 1s that the event (John awoke) establishes a new now-point 1in
the usual manner, and then the state 1s viewed imperfectively from that
now-point, that 1s, the now-point 1s DURING the time-interval associated
with the state. lypically, a state does not move the now-point. If we
were to add one or more additicnal stative sentences to this example,
then all of these states would relate in this same way to this one
now-point. This sort of "piling on" of states 1s common in descriptive
sections oOf narratives.

Notice that the belieft that the state actually overlaps the
preceding event does not directly follow from the mere tact that the
state 1s viewed impertectively from the now-point, but 1is in fact an
interence that we would probably want the system to make in this case.
In the majority of such cases this seems to be a proper 1inference to
make.

As a case 1n which this 1nterence does not go through, consider the
tollowing example:

John turned otf the light. [t was dark in the room.

ln this case the state 1s still viewed 1impertfectively trom the
now-point established by the event, but this time, the system should
inter that the state of 1ts being dark has a start-time atter the
event's end-time, but of course, still before the now-point. And so the
state does not overlap the event which is apparently 1ts cause.

ln both cases, the pasic way 1n which states behave with respect to
the now-point 1s the same, but the system can then make additional
interences based on world-knowledge (assuming that it has this
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knowledge) which further decide whether or not there is overlap.

3.4. BRotivities.

The fourth and 1last category of propositions distinguished by
Vendler 1s the class of activities. Examples of activities are: "John
listened to music”, and "Mary played the piano". Unlike
accomplishments, activities do not have an intrinsic goal or expected
outcome.

The principal temporal properties of activities are: (1) they are
true at intervals of time, i.e., they are not point-like; and (2) the
truth of the progressive form of an activity does imply the truth of the
simple form, so that, for instance, "John was listening to music (but
was interrupted)” allows us to infer that "John listened to music”.
Also, ot course, the simple form does imply the progressive torm.

ln a narrative, simple activities behave in a way which is
intermediate between that of events and states. For example in:

John walked into the office. The secretary typed at her desk.

The secretary's typing (an activity) possibly overlaps the
preceding event, and in addition, may still be continuing. However,
unlike states, simple activities cause the now-point to move torward.
Thus, successive simple activities may or may not overlap each other.

4. Ihe Progressive.

Viach [8] proposes that the function of the progressive operator 1is
to change non-statives into statives. Certainly the temporal behavior
of progressives 1s in many (but probably not all) circumstances the same
as that of states. In the absence of time adverbials, the progressive
forms of the three non-stative aspectual classes behave with respect to
the now-point in exactly the same way as states do.

5. An lmplementation.

We have implemented a system which can read a simple narrative text
and construct a model of the temporal structure of that text. The
system works as follows:

1) a sentence 1s parsed, a representation of the tenseless
pProposition 1is built, and the proposition's aspectual class is
determined.

2) depending on the aspectual class and whether the sentence 1is
simple or progressive, the proposition 1is related to its associated
time-interval or point by one or both of the following case frames: (1)
PROPTIME-PROP : which means that the simple form of the proposition |is
true at (or in the case of states, for) that interval; (2)
PROGIIME-PROG : which means that the progressive form of the
proposition 1s true tor that interval.

3) this time-interval (or point) is then related to the current
now-polint i1n one of the manners described earlier in this paper, and
then tinally,
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4) 1n the case of events and simple activities, the now-point 1is
updated to a position AFTLER the just added time-interval.

) the next sentence is now read.

The parser 1s implemented as an ATN and the representations are in
the torm of semantic networks implemented in the SNePS semantic network
processing system (5], The current implementation will only accept
sentences 1n the simple past or the past progressive tense. In
addition, the system does not handle time adverbials or do any

inferencing. We expect to expand and improve the system as our research
progresses.

b. Loncliusion.

We have discussed some of the major temporal properties of the
various aspectual classes and we have indicated how, 1in conjunction with
the progressive/non-progressive distinction, we believe these classes

penave 1n a narrative text. We have also briefly discussed our
implementation of these 1deas.
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What It Is.

For the purposes of this paper we will take the
meaning of a concept to be its position in a
structured network of mutually defining discrete
symbols. For example, the concept ’give’ is defined
by its relationships to concepts like 'have’ (i.e. to
‘give' one must first 'have' the thing given, as a
result of 'giving' there is a new ’'having'), 'exchange’
(i.e. 'giving' i8 a kind of 'exchange’), 'trading’ (i.e.
'giving' and 'trading’ are both kinds of 'exchange’),
ete.

'Event/state concepts’ are taken to be the words
(terms) in a language which designate events or
states. Two event/state terms, as they appear in
text, are 'concept coherent’ if their corresponding
positions in a structured net of meaning are
prazimal. That is, given the text, ®*John gave Mary
the bicycle. She has it.*, the two ecvent/state
descriptions used in the text are 'concept coherent’
because of the close inter-relatonship between the
concepts 'giving' and 'having'.

The point of an 'event concept coherence’
representation of text has to do with the difficulty of
establishing meaning representations. The idea is to
capture only some of the properties of the text's
meaning, to organize the text for further
interpretation without losing any of the information
of its original form. 'Event concept coherence’
allows the text to be structured not so much on the
basis of its meaning, but on the basis of a property of
its meaning, its concept coherence. Because the
proximity of concepts (i.e. concept coherence) is in
some ways independent of the complexity of the
relationships among terms in the network, it is
possible to relax, at first, the content of the network
and represent the connectivity of event/state
concepts in terms of relationships easier to explain
and establish. 1 will argue that initial structure for
event concepts should be temporal relations, saving
the causal, affect, and speech act interpretations for
later stages.

The analysis of text in terms of event/state
concept coherence results in a grouping of text into a
hierarchy of chunks, each chunk centered around
some cvent/state concept. Consider the following
text adapted from *"The Tale of the Pig* (Protter,
1961):

The pig trotted towards the stream
carrying a bundle of clothes. The animal
expertly soaked and scoured the laundry.
The pig hung the clothes in the sun to
dry. The pig gathered her laundry and
trotted home.

The first set of terms which seem to cohere are
"trotting’ and  ’‘carrying’; ’'carrying’ involves
"travelling’, which involves 'moving’, and a kind of
‘moving’ is 'trotting’. The 'gathering' and 'trotting'
described in the last sentence also seem to group
around the concept ’'carrying'; to 'carry’ one must
'have’ that which is carried, and 'gathering’ results in
a 'having’. 'Hanging clothes in the sun’ is a way of
'drying', which, along with 'soaking', and 'scouring'
are all parts of 'cleaning’. Finally, the ’'cleaning'
intersects the two 'carryings' (i.e. the pig is 'moving’
the laundry to the stream to 'clean' it and home
again after it is 'cleaned’), so the text can be
collected into a single chunk centered around the
concept 'cleaning’ (see figure 1).

A Little Structure

The ability to establish ’concept coherence’
between event descriptions in text is dependent on
the availability of a 'dictionary’ (i.e. a structured
network of concepts). In fact, an explanation
(representation) of the concept coherence of the
event descriptions in a piece of text can be derived
by copying the relevent portion of the dictionary's
structure. DBecause the dictionary is used for an
initial structuring of the text, ideally its structure is
simple, general, and useful.

NEXUS, the system developed to test this theory,
uses a dictionary of between 100 and 150 event/state
concepts interrelated by seven concept coherence
relations (see figure 2). There are three taxonomic
relations; one is a property inheritance relation, and
the other two whole/part relations. The taxonomic
relations are used to orgamize individual concepts
into a hierarchical structure. Four of the relations
are temporal, these are used to chain together
sequences of typically co-occuring events and states.
Classfsubclass (sc) is the property inheritence
coherence relation. In text, to find a connection
between a pair of event/state terms it is frequently
necessary to infer the inherited properties of either or
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Figure 1: The pig cleans the laundry.

| -—-- Class/Subclass
|
| ---Taxonomic |
| | | --Sequence/Subsequence
Event/state | [--Whole/Part---|
Concept | | --Coordinate
Coherence ----|
Relations [
|
| | ---Antecedent/necessary
| | ---Before-|
| | | ---Precedent/plausible
| -~-Temporal--|
| |---Consequent/necessary
|---After-|
| -~-Sequel/plausible
Fligure 2: Characterizing the Relations
-.‘-
-*_
Clean

I

|--ante-- Movel#

| | --sc-- Carry

I | --coord-- Travel

|--subseq-- Wash |--subseq-- Movel#
|--subseq-- Soak |--sc-- Trotl
|--subseq-- Scour

|

|

|

|--subseq-- Dry
| |--sc-- Hang-ln-sun
I

|

[

--seq-- Move2
]--sc-= Carry
| | --coord-- Traval
|--ante-- Have |--subseq -- Movel#
| | --se-- Trot2

Gather --conseq--|
Figure 3: The Tale of the Pig Revisited
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both terms. Consider the pair of sentences: ®*John
has the tickets. He snatched them from Bill.® There
exists a direct relationship between 'having' and
'taking' (i.e. as a result of 'taking something' one
'has it'). Because of the class/subclass relationship
between 'taking' and 'smatching' NEXUS is able to
access this relationship and represent the coherence
of the sentences.

Experiments  with  NEXUS  showed  that
class/subclass was the most frequently occuring
coherence relation. This is not surprising considering
the economy of using subclass terms in text; a
subclass term simultaneously refines the meaning of
its parent class while maintaining a implicit access to
all its coherence relationships.

The sequence/subsequence (subseq) and coordinate
(coord) relations can be differentiated by their
temporal intervals. If one event is a part of another
event, and it occurs for a subinterval of time, then
the corresponding concepts are in a
sequence/subsequence relationship.  Consider the
event descriptions: ®John farms an acre of land.
He'll be planting in the spring.®* A sub-activity of
‘farming' is 'planting’, apother is ‘harvesting’.
Whepever the concept 'farming’ applies the concept
'planting’ applies for a subinterval of the 'farming'
event, consequently 'farming' and 'planting' have a
sequence/subsequence relationship.

If an event has parts that co-occur over the same
time interval, then the corresponding event concepts
are in a coordinate relationship. For example, *John
carricd the book. He walked, holding it in his
hands.®, every event which conveys a sense of
‘carrying' in part also conveys a sense of 'moving’
and  ‘'holding' throughout the duration of the
carrying, and there are 'moving’ and ’holding' events
that are pot part of a 'carrying’, and no 'carrying'
event can completely be described by 'moving' or
Tolding' - thus 'moving' and ‘'holding' are
coordinates of 'carrying’.

Antecedent (ante), precedent (prec), consequent
(conseq), and sequel (seq) are ail temporal coherence
relations.  There are two ways of splitting the
temporal  relations. Antecedent and precedent
concepts come before an event, and consequent and
sequel concepts come after an event. The temporal
relations can also be divided into logical and
plausible groups of relations. Antecedent and
consequent related concepts are logically related.
Precedent and sequel concepts are plausibly
connected.

If one event must necessarily occur befure another
event, the relationship between their corresponding
concepts Is classified as antecedent. For example,
*John had some food. He ate it.*: to eat one must
first 'have’ the thing which is to be eaten. Thus an
antecedent of 'eating’ is 'having food'.

If one event always, necessarily, occurs
immediately after the other, then the relationship
between  their corresponding concepts should be
marked as consequent. ‘Take the following example,
*John gave Mary a red kite. Mary has a red kite ®
Events of 'giving' are necessarily immediately
followed by states of 'having'.

If one event, with some regularity occurs before
another event, the relationship between their
corresponding concepts can be classified as precedent.
For example, *John opened the door. He entered.”,
events which can be described as ’'entering' are
sometimes preceded by sequences which enable the
'entering’ and can be described as 'opening’.

If one event follows another with some regularity,
the relationship between their corresponding
concepts is earquel. An example of a sequel
relationship is: ®"John cleaned the laundry. He
carried it home.®  Sequences of ’cleaning’ are
typically followed by sequences where the laundry is
‘'moved’.

Although causal relations would have better
described the relationships between two concepts,
NEXUS's dictionary uses temporal relations because
they are easier to establish. Recall that earlier | said
that by relaxing the content of the net some of the
complexity of establishing an initial interpretation of
the text would be mitigated. Consider the use of the
concepts 'cleaning’ and 'carrying': *The pig cleaned
the laundry. She carried it home.® The causal
relationship between these two event descriptions is
not at all clear: it is neither result, nor enablement or
reason Using temporal relations it is easier to
describe the relationship; it is not necessary that
after the pig cleans the laundry she carried it home,
but it 1s highly likely (i.e. sequel). A similar case can
be made for the text: *Wild Bill rode to town. He
tied his horse to the hitching post in front of the
saloon.® The ecausal relationship between 'riding’
and 'ticing a horse to a hitching post' is not simple,
but with temporal relations it is easy to call the
relationship sequel.

Furthermore, because temporal relations are
causally neutral some of the problems associated
with context can be finessed. Consider an example
discussed by Wilks (Wilks, 1977) (p244): *The rock
fell off the cliff and crushed John's lunch. Peter
pushed it.* The chain from 'pushing' to 'crushing’
can be interpreted in one of two ways as cither
causal or goal. If itris later learned that Peter was
angry at John then the chain is a goal chain  But if,
instead, it is learned that John was clearing a spot to
pitch his tent, the chain is a causal one. A system
which produces causal chains would commit Lo one
interpretation or the other (in Wilks' case the goal
one), and potentially have to backtrack. NEXUS,
because its dictionary uses temporal relations can
produce a representation. At a later stage, NEXUS'



initial structuring of the text can be used as a basis
for constructing a causal interpretation.

The Tale of the Pig Revisited.

Let us return to the example from "The Tale of
the Pig®, in this case adding some structures which a
concept coherence representation would inherit from
NEXUS' dictionary (see figure 3).

Consider the first 'carrying’ event. Coordinates of
‘carrying’ are 'holding' and travelling'.
Subsequences of 'travelling' are 'departing’, 'moving’,
and ‘arriving’. A subclass of 'moving' is 'trotting’.
So NEXUS finds in its dictionary the path from
'carry’ to 'trot’ via the concepts 'travel’ and 'move’.

Similarly the second ’carrying' event can be
constructed. In this case, to connect 'carrying' to
'gathering’, the 'carrying’ must inherit from a second
sense of 'moving’ (i.e. John moved the box) an
antecedent relationship to ‘have’ which is a
consequent of 'gathering’.

The subsequence relations can be used to collect
together the parts of 'cleaning'; subsequences of
'cleaning’ are ’'washing’ and 'drying'. The
subsequence relation is also used to collect together
two parts of 'washing’; 'soaking' and 'scouring’ are
two subsequences of 'washing'. The 'hanging in the
sun’ is connected to 'drying' via a subclass arc.
Finally the first ’carrying' is connected to the
'cleaing' via a 'moving#2' by an antecedent relation,
and the second 'moving#2' by a sequel arc.

There are a few noteworthy features of this
representation. In itself the representation shows the
events of the story are coherent; the events can be
collected together under the concept ’'cleaning’. So
the representation is de facto evidence of the text's
coherency.

Notice that the analysis has produced two inter-
connected trees. In general an analysis of a piece of
text will produce several interconnecting trees (one
per major concept). The top node of a tree
represents a summary of a concept. In summarizing
this text, NEXUS deletes the tree centered around
‘gathering’', because it is 'preparatory’, and produces
the summary "The pig cleaned the laundry at the
stream”®.

In the course of deriving the representation NEXUS
resolves several references. For example it
determines that 'animal’ refers to ’pig’, and that
laundry’ refers to ‘clothes'. It also infers elided
information; e.g. it infers that the pig cleaned the
laundry at the stream.

NEXUS wuses the representation as a basis for
suggesting answers to several types of questions.
The subsequence relationships between 'washing' and

'cleaning' and ’'drying’ and ‘cleaning' is used to
answer the questions, *Why did the pig wash the
laundry?* and *Why did the pig dry the laundry?®,
with the statement, *She was cleaning the laundry.*
The subsequence relationships between 'washing' and
‘cleaning’ and 'drying' and 'cleaning’ are also used by
NEXUS to answer an 'how' question; "How did the
pig clean the laundry? By washing and drying it.*
The combination of consequent and precedent
relationships, subject to further semantic checks, can
be used to answer 'goal’ questions, For the question
'"Why did the pig gather the laundry?’, NEXUS uses
the coherence relations to suggest the answer 'So she
could carry it home.*®

Some Results and Conclusions

Event concept coherence should not be confused
with the discourse coherence described by Hobbs
(Hobbs, 1978) 'Event concept coherence’ s
primarily concerned with the coherence aspect of
event/state concept definitions, and secondarily with
how it is reflected in text. ’Discourse coherence’
characterizes the text as discourse; it models the
*coherent continuation moves® of the author or
speaker ( (Hobbs, 1979) p68). ’'Event concept
coherence' represents the text by the dictionary
relationships among the event concepts used in the

text. With the exception of two occasion relations,
enable and cause, 'discourse coherence’ uses
rhetorical  relations, like  example, parallel,

elaboration and contrast. 'Event concept coherence’
includes in its representation an explanation of the
connection between two concepts, i.e, the inference
path it found in the dictionary, 'Discourse coherence’
does not. 'Event concept coherence' is derived in a
data-driven fashion; 'discourse coherence' works from
the top down looking for one of a set of rhetorical
relations. 'Event concept coherence' has a dictionary
of event concepts as its major source of knowledge;
'discourse  coherence' requires a synthesis of
semantic, factual, expert, stylistic, and grammatical
knowledge. These comments are meant to clarify
the many differences that exist between ‘event
concept coherence’ and 'discourse coherence’, not to
detract from Hobbs' work.

The event concept coherence representation system
is realized in a program called NEXUS. The
subsystem which produces the representations is
called TRACE, the question answerer QUEST,
and the summarizer SUM. The system is
programmed in procedural logic using HCPRVR
{Chester, 1980a, Chester, 1980b).

Concept coherence analysis has been applied to
text previously accounted for by scripts (Schank &
Abelson, 1977, Cullingford, 1978), plans (Schank &
Abelson, 1977, Wilensky, 1978, Wilensky, 1981),
story trees (Rumelhart, 1975), schema-narrative trees
(Simmons, 1982, Simmons, 1983, Correira, 1980),



and speech act (Allen, 1979, Cohen and Perrault,
1979, Cohen, Perrault, and Allen, 1981) theories.
Event concept coherence is not intended to replace
these top-down theories, but more to complement
them with a theory that attempts to grow the more
complex interpretations of text from the bottom-up.

TRACE has successfully been applied to eight
samples of text. It is imporant to remember that for
each of the eight examples TRACE used the
identical dictionary of concepts. Three of the
samples came from the Al literature; these included
stories which had been accounted for by either
scnipts (Lehnert, 1977), plans (Wileasky, 1978) or
story trees (Rumelhart, 1975). The other five
samples, including a more difficult version of "The
Tale of the Pig® example, come from a book of
folktales (Protter, 1961). For further details see
Alterman (Alterman, 1982).
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Perseverers, Recencies and Deferrers: New experimental evidence for multiple inference
strategies in understanding

Richard H. Granger
Jennifer K. Holbrook
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Irvine, California 92717

In the course of understanding & text, a succession of decision
points arise at which readers are faced with the task of choosing
among alternative possible interpretations of that text. We
present new experimental evidence that different readers use
different inference strategies to guide their inference behavior
during understanding. The choices available to an understander
range from various alternative inferential paths to the option of
making no inference at a particular point, leaving a 'loose end'.
Different inference strategies result in observably different
behaviors during understanding, including consistent differences
in reading times, and different interpretations of a text. The
preliminary experimental results given here so far consistently
support a previously published set of hypotheses about the

inference process that we have called Judgmental Inference theory.

1.0 Introduction

When trying to understand even a simple text, readers make
complex evaluations of the text to help choose one of several
alternative interpretations. In making such decisions, readers
employ a number of different strategies, including the selection of
an inference path. This paper presents a theory of how readers
make such choices. For example, subjects in our experiments read
the following story:

[1] Melissa begantocry. Tyler had just asked her ta marry him,

When asked why Melissa began to cry, different subjects gave at
least two significantly different answers: (1) because she was upset
for some reason about Tyler's proposal, perhaps because she
couldn't or didn't want to accept the proposal; vs. (2) because she
was so happy about the proposal that she was erying tears of joy.
Preliminary findings in a series of controlled experiments indicate
that

1.  the answers a subject gives to thisand similar questions
correlate with different reading times;

2. thesedifferences in reading times, and the differencesin
question-answering behavior, and the correlation between
them, are all accurately predicted on the basis of hypothesized
‘inference strategies' contained inJudgmental Inference
theory [Granger 1982];

3. thedifferent reading times and interpretations are not due to
arbitrary individual differences, but rather to the adoption by

This research was supported in part by the National Science
Foundation under grant IST-81-20685 and by the Naval Ocean
Systems Center undercontract N00123-81-C-1078,

individuals of some particular principled inference strategy,
as evidenced by the fact that individuals initially exhibiting
one type of strategy can be experimentally manipulatedto
exhibit a different type of strategy.

While many theories of inference in understanding acknowledge
the existence of alternative inferential paths, we present a theory
that (1) catalogs the pathsavailable to an understander, (2)
predicts what mechanisms will lead to the choice of particular
inferential paths during understanding, and (3) provides
preliminary experimental evidence which supportsthese
hypotheses.

2.0 Background

Language understanding is an interactive process which requires
both adequate information presentation on the part of the
communicator and skills of interpretation on the part of an
understander. The interpretation skills necessary for
understanding include mechanisms for such inference tasks as
associating referents (Anderson & Bower, 1973; Haviland &
Clarke, 1974), recognizing temporally or causally related events
(Schank & Abelson, 1977; Bower, Black, & Turner, 1979; Black and
Bern, 1980), and filling in unstated actions and preconditions for
actions ina stereotypical sequence of events (Schank, 1975, 1977;
Bower et. al., 1979).

For example, consider the following story:

[2] Gail had accidentally poured coffee onto Will's hand. He
screamed bloody murder.

Readers have no trouble inferring that "he" in the second sentence
refers to Will from the first sentence. Thisis known as referential
cohesion. Readers also recognize that Will screamed after the
coffee was poured on him, although no specific temporal connection
was stated. Further, readers will only infer that Will screamed
because he was in pain or because he was very angry with Gail (or
both). They will not infer that he screamed because he saw a ghost,
or because he suddenly remembered it was time for his primal
scream therapy. This connection between the two eventsis known
as causal cohesion (Schank, 1977). Causal cohesion has been
demonstrated extensively through various experiments (Anderson
etal, 1973;de Villiers, 1974; Bower et al, 1979; Black et al, 1980),
which indicate that recall of story events was higher and reading
time was faster if the events in the story were causally related.
These studies demonstrate the integral role inferences play in
understanding text.

It is important to note that understanders make inferences about
text as they read, not after they have finished reading. Referential
inferences have been demonstrated to be made during reading.
Seifert, Robertson, and Black (1982) discuss Haviland and Clark's
1974 experiments which show that reading timesare longer when
statements cannot be easily connected through referents. Seifert



et. al. also point out that inferences which do not rely on linguistic
contextare made by the reader. These pragmatic inferences
involve causal connections formed between statements in the text
and world knowledge which a reader draws upon to infer causality,
case relations, missing events in a stereotypical sequence of events,
and other abstract inferences. For illustration, recall story [2]. At
the end of the first sentence an inference is made that the
subsequent events will be related to the coffee spilling. Thisis
easily illustrated by giving a different version of the story to
readers:

[2a] Gail had accidentally poured coffee onto Will's hand. He
told her a silly joke.

Readers would be confused by this version because there isno
apparent causal connection. They would try to relate the eventsin
any way possible; for example, they might decide that Will told the
joke to Gail before she poured the coffee, and that she found the
joke so funny that she got careless with her coffee pouring. A
reader might also decide that telling jokes was Will's stoic response
to pain, or that the coffee wasn't hot. Most readers will eventually
conclude that the events were not causally related at all. Whatis
intruiging is that any original expectations about events which a
reader generates after reading the first sentence will be different
from interpretations possible after reading the second sentence.
There must be at least two pointsduring the reading at which
inferences about events can be made, for instance, one after the
first sentence, and one after the second. Such points are known as
inference points (see Rumelhart, 1981).

Several options are available to the reader at an inference point.
The reader may leave a loose end (Granger, 1980a, 1981); that s,
no particular inference about further eventsis generated. The
reader often comes up with default inferences, which, given the
material already read, are the most likely of the possible events,
reactions, and so on. Instory [2], some of the default inferences
would be that the coffee had scalded Will, that he wasin pain, and
that he might react to the pain. The reader can also make another
kind of inference which would not be based on the most likely
outcome of the story based on the eventsso far. For example, in
story (2], a plausible inference is that Will may decide to take
revenge on Gail, or that Will screamed before Gail spilled the
coffee,and she spilled the coffee because the scream startled her.
Intuitively, the default inference about temporal relationsis that
events are described in the order in which they happened.
Likewise, the most frequent default inference about causal
relationsisthatearlier events caused subsequent events to
happen.

However, it is not always the case that the order in which events
are relayed in textis the order in which the reader infers them to
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have happened, It only appeurs this way because texts «.-e often
written in a problem/solution fashion, rather than an
action/explanation fashion. There are many textsthat donot
make it immediately clear whether or not events have beenrelayed
in cause/effect order. When this happens, different stratcgies may
arrive at different interpretations of the order.

The inferences that are made conform to evaluation metr.cs
(Granger, 1980a) which determine how appropriate the inference
is. Cohesion, in its various forms, is one such evaluation metrie.
Another metric is parsimony (Granger, 1980a, 1980b). Parsimony
refers to the observation that readers will infer the least
complicated explanation of events possible. For example:

[3] Mary picked up a magazine. She swatted a fly.

In the above story, readers will always infer that Mary picked up
the magazine in order to swat the fly, even though several other
interpretations are possible (for example, that she picked up the
magazine to read, then was annoyed by the fly and used the
magazine to swat it. Readers will agree that these more
complicated interpretations are equally possible interpretations.
But even though these interpretationsare all equally logically
possible, people universally choose the most parsimonious of the
interpretations -- i.e., the one that will explain most
parsimoniously the maximum number of events in the text,

If the reader left a loose end after reading the first sentence in the
story above, asin figure la, there would be no problem relating the
two sentences with the most parsimonious inference. However, if
the reader makes the default inference that Mary wanted to read
the magazine, as in figure 1b, the reader must supplant that initial
inference with the new inference that the magazine was going to be
used for flyswatting. Supplanting occurs when a default inference
made by a reader does not account parsimoniously for all of the
events in the text.

Readers are constantly evaluating their own inferences,
supplanting inferences which are not parsimonious, re-
interpreting whole sections of text when the text has a surprise
ending (e.g. mystery stories, jokes), and so on. Judgmental
Inference theory [Granger 1982] hypothesizes thatallinference
pointsare in fact decision points, where one of many pathsis
chosen (e.g. leaving a loose end, making a default inference,
supplanting an inference, etc.)based on complex evaluations of the
interpretation being constructed. These interpretations can
involve a series of intermediate steps, in which many
interpretations are tested. Judgmental inference is nota conscious
attempt to discover the interpretation that is most parsimonious,
most logical, or most cohesive. Rather,itisan unconscious process,
guided by inference strategies.
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Figure 1



3.0 Theoretical Predictions of Judgmental Inference

Judgmental inference theory makes several specific predictions of
how people choose 'inference paths'. This paper and the
experiments described here focus on the study of these predictions.
In particular, the experiments discussed below focus on the
following questions:

1.  Wheninthe interpretation process are inferences made, if at
all?

When in the interpretation process are loose ends left, ifat all?
When do inferences get supplanted, ifatall?

What happens when a reader doubts an inference?

CE

When there are two (or more) equally plausible, parsimonious,
and "normal” interpetations of story events possible, which
one will readers select, why will they select it, and what will
happen if doubt about the chosen interpretation is introduced?

It was pointed out above that a reader may take one of several
inference paths when interpreting a story. For example, readers
can leave loose ends or make inferences at inference points.
Readers can read with a "naive" or a "suspicious” understanding:
they can assume that the author is conveying the facts or trying to
deceive them, that actorsin the text have overt or covert goals, and
so on. Yet most readers come up with very similar interpretations
of story events. Either allreaders follow the same inference paths,
or with enough constraints, all inference paths will lead to similar
interpretations of events. This theory espouses the latter view.

‘We theorize that interpretations are based on strategies or
systematic choices between inference paths, and that individuals
tend to use the same inference paths consistently. This would
make possible the discovery of inference path choices, and explain
why readers' interpretations of text are usually similar, yetdiverge
on occasion. However, the inference path system chosen is neither
idiosyncratic nor universal to all readers. Instead, there seemsto
be a "scale' of systems. We have divided thisscale into several
broad categories, although it should be noted that in reality, we
have so far found no clear divisions among them.

Those readers who tend to come up with an interpretation of events
as early as possible in the reading and then cling to that
interpretation as long as possible can be described as Perseverers.
Those readers who tend to leave loose ends about goals and plans
(unless the goals or plans are explicitly stated) are known as

M unhappy

default

M doesn’t
like proposal
(inferred)

M cries T proposes

a)
Perserver inference behavior

Recencies. Recencies will come up with an interpretation fairly
late in the text, and if a conflict develops between possible
interpretations, the interpretation based on the most recent
information is chosen.

There are examples of extreme behavior at both ends of the scale.
The most dedicated of Recencies will not make inferences. Unlessa
goalora planisexplicitly stated, these readers will leave loose
ends. Such behavior should result in quick reading, butslow and
possibly haphazard answering when queried about inferred events.
The extreme version of the Perseverer might be analagoustoa
"paranoid" reader. Such readers would make inferences based on
preconceived notions. They might relate text to their own
experiences, or ascribe attributes to characters whichare clearly
not in line with actual text.

Because there is not necessarily a clear division between the two
main categories, there are readers who behave as though they
could belong in either category. Such readers are called Deferrers.
It is not clear whether Deferrers are using some combination of the
other strategies or a different sort of strategy altogether. Future
experiments may help explain Deferrer behavior.

Recall the following example:

[1] Melissa begantocry. Tyler had just asked her to marry him.
Q: Why did Melissa cry?

As Figure 2a shows, a Perseverer reading this story will believe
that Melissa was upset with Tyler's proposal; maybe she doesn't
like Tyler, or maybe she is unable to get married even though she
loves Tyler. The exact cause is unknown, but the default inference
based on her tears is that she is unhappy. Thatis, in the absence of
more specific information, crying is assumed to be a visible sign of
pain or unhappiness, and there is some action which can explain
unhappiness. Any new information in the story (here, Tyler's
proposal) will be interpreted as an explanation for that
unhappiness or a reaction to the unhappiness.

A Recency would believe just the opposite: that Melissa is happy
with the proposal, and that she is crying tears of joy, not tears of
sorrow. Figure 2b illustrates the inference strategy of a Recency
trying to understand the events in this story. Recencies do not
make an initial inference about Melissa's crying, not even a default
inference; unless a specific goal or plan is stated, a Recency will
leave a loose end, waiting for more specific information. Iflater
events in the story are more specific about goals and plans, then
earlier events will be interpreted in light of this more specific
information. Even if no more specific information is given, a
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(default)
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Figure 2



Recency will use the latest eventsin the story to interpret earlier
events. Thus, a Recency would make no inference about the cause
of Melissa's tears. The later information about Tyler's proposal
would give rise to a presumed default interpretation of "happy
event”, and the earlier eventsin the story would be interpreted as
being in line with a happy event, so that Melissa's tearsare
assumed to be tears of joy.

If this model is correct, reversal of the sentences of the above story
should produce the opposite interpretation from the two extreme
groups; that is, when presented with:

[4] Tyler had just asked Melissa to marry him. She began to cry.

Recencies should infer that Melissa is unhappy about the proposal,
while Perseverers should infer that she is crying tears of joy.

4.0 Puzzles Solved

The theory of interpretation strategies helps answer the questions
posed earlier. We can explain when loose ends will be leftand
when inferences will be made as being dependent upon which
inference path the individual chooses. This explanation also
suffices for predicting when inferences will be supplanted. Another
problem that this model addresses is determining which of two
equally plausible and parsimonious interpretations will be
selected. Along these lines, Schank, et. al. explain such
misunderstanding in verbal communication by "...maintaining
that deriving a point is a part of processing, specifically related to
the choice of an 'inference path'. Understanders choose to process
idiosyncratically" (Schank, et.al., 1982, p. 263). This explanation
of deriving a point agrees with our theory of inference paths.
However, rather than believing understanders' processing tobe
idiosyncratic, this model predicts that individuals will tend to
follow a single strategy consistently, rather than arbitrarily
switching from path to path.

Another puzzle is presented in Rumelhart's (1981) work. His
subjects had stories presented either a word at a time, alineata
time, or all at once. The subjects’ inferences were collected either
atthe end of a line or at the end of the story, Rumelhart compared
final interpetations of subjects who read the whole story, and
subjects who read the story a line at a time, and wrote:

The results showed that subjects who interpreted a lineata
time nearly always generated the same interpretations as
thse whe gave us an after-the-fact interpretation. The only
discernable difference was that those who gave an
interpretation only at the end showed somewhat more
variability in their interpretations (p. 27).

Rumelhart's own explanation of this phenomenon attempted to
write it off as 'carelessness’ on the part of the subjects:

It appears that thisresults from more careless reading on
the part of the subjects offering an interpretation only at
the end (p. 27).

However, viewed in terms of the inference strategies of
Judgmental Inference theory, it is possible to interpret
Rumelhart's data as further evidence for the hypothesized strategy
paths. When text is presented to subjects a line at a time, with
inferences about each line required, subjects are forced to act like
Perseverers. Even if no inferences were elicited after each line,
other demand characteristics of the task virtually force the subject
to interpret the text in a particular manner. For example, ifthe
text is presented a single line at a time, visual cues which would
allow the subjects to recognize that there is more text available
which might guide inferences would be lost. When subjects have
all the text presented at once, they are free to interpet text using
their usual strategv paths. Thus, the greater variability of

interpetation is an artifact of these different strategy paths, nota
result of carelessreading.

4.1 Experimental Validation of Hypothesis

Experiments are being conducted to discover whether the inference
strategies exist, what characteristics should be ascribed to them,
and whether individuals tend to use only one of the inference
paths. In general, our experimental methodology issimilar to that
which Seifert, et. al. (1982) used in their experiments on pragmatic
inferences. Our experiments, like theirs, utilize the methods of
false recognition of material not found in the text, timing subjeets'
reading speed, and inquiring about the subjects' inferences only
after a full text isrcad. The main difference was that Seifert, et.
al., used texts of 17 lines each, They reasoned that it was possible
that when readers were presented with only two lines of text, their
inference strategies may be different than when reading a longer
text;i.e., they may see itasonly a story fragment, whereas a longer
text looks like a full story.

The stories used in our experiment are not as long. However, we
have controlled for the possible 'isolation effect’ of short texts. The
control stories used in this experiment varied in length: some of the
stories were as short as the diagnostic stories, while some were
several lines longer. [fthere is a difference in processing found
between the long and short control stories, then it is likely that the
‘isolation effect’ is taking place in subject's analyses of the
experimental texts. These techniques should make our
experimental results externally valid.

4.2 Materials

Ten story sets, each consisting of one story and between six and
nine questions, are presented to each subject as a single trial. Each
story described a fairly stereotypical situation found in literature
and the media. There were two kinds of questionsto be answered.
The first type of question required the subject to provide either
information given in the story or an inference about the situation
described in the story. The second type of question required the
subject to make a truth judgment about the information in the
question, which was either about information from the story or
about inferences that could be made about events in the story.

Each trial had five control and five experimental story sets.
Control stories were written to virtually force one shape of
interpretation about the story situation; they were worded so that
inferences would be made at the same points by everyone.
Experimental, or diagnostic, stories were worded so that different
shapes of interpretations are possible, and so that inferences need
not be made at the same points by all readers, depending upon how
the reader processes the story. Usually, the diagnostic stories
allowed two nearly opposite shapes of interpretation. Also,the
sentence order of experimental stories would permit
rearrangement with the same shapes of interpetation possible,
whereas the control stories' sentences could not be rearranged
without destroying their sense.

Four versions of each diagnostic story were used. Some versions
were permutations of sentence order, as explained above. Others
had additional information which forced the shape of
interpretation, but still allowed inferences to be made at different
places in the text by readers using different. Because some
interpretation shapes may tend to be more common than others, or
interpretation shapes maybe applied in a particular order, the
different versions of the diagnostic stories had default inferences
corresponding to several of the interpretation shapes. Thus,
differences in subjects' interpretations could be accounted for by
different processing methods, rather thanparticularinterpretation
shape biases. Only one version of each story appeared inatrial, so
four trials with the different versions were constructed.



In addition .o the different versions of the story, there were three
methods of resentation. A story was either presented in its
entirety or one sentence at a time, to test Rumelhart's results,
discussed above. Asterisks(*)were inthe text atinference points
and at the end of every sentence. However, when the stories were
presented a sentence at a time, the method of presentation was
either with asterisks at inference points and at the ends of
sentences, or only at the ends of sentences. Thus, there were three
methods of presentation possible of the four versions of the story
sets, for a total of twelve trials.

4.3 Procedure

Subjects were run individually. The subjects read instructions
from an Apple Il microcomputer, which informed them that they
would take a reading comprehension test. The subjects were told to
read the stories for comprehension rather than speed. They were to
press the return key as soon as they read past an asterisk, eitherin
the text or after a question. Subjects were instructed that all
questions were to be answered; responses such as"Idon't know", or
"the story didn't say" were prohibited. Subjects were encouraged to
answer with their best guess if they weren't sure of the correct
response. [t was suggested that the subject think of the storiesas
“situations", rather than respond with the actual text of the story.

No task intervened between a story and the questions. Reading
time was recorded at each asterisk, which were placed at inference
points, ends of sentences, and ends of questions. One questionin
each story set could be (randomly) re-presented, following the
statement "That's a good answer, but there is a better one. Canyou
think of it?". Both answers to these questions would be recorded, as
well as the order in which the questions were presented. A subject
could be requestioned from zero to five times, the number chosen
randomly. Each subject was given as much time as necessary to
complete the trial.

4.4 Results

Not all the data for this experiment have been collected yet.
However, preliminary results indicate that the Recency and
Perseverer strategy paths do exist. The theorized characteristicsof
both groups are also seem to be supported. In particular, Recencies
leave loose ends when no goal or planisstated, and make
inferences consistent with the default inference of the latest text,
asevidenced so far by reading times and question-answering data.
Furthermore, Perseverers make initial inferences about goalsand
plans, and cling to the initial inferences whenever feasible. It also
appears that each individual tends to favor a single inference
strategy.

When text is presented to subjects a single line at a time, the final
interpretations tend to be more uniform than when the textis
presented all at once. Though it is still unknown if this effectisa
significant one, this confirms Rumelhart's (1981) findings, and is
consistent with the theory that without cues about text length,
subjects are forced to act as Perseverers. Thisisevidence that
strategy pathscan be chosenby readers, and hence that different
choices of inference paths are not due simply to individual
differences, but are the result of distinct strategies.

5.0 Conclusion: Future Work

The experiments described here were only designed to confirm that
the strategy paths exist by demonstrating that readers using the
different strategies have different reading and understanding
behavior, most notably, completely differentinterpretationsof
particular texts. However,these experiments did notcarefully
explore the underlying rules each strategy has which govern
inference decisions. Other experiments are currently being
designed to test hypotheses about the nature of these rules.

We have constructed a prototype for a computer program which

models the Perseverer and Recency inference strategies, called
STRATEGIST, descrited in Granger, Eiselt, & Holbrook (1983).
STRATEGIST was based on the data we have collected from the
experiments discussed in this paper. We intend to extend the
STRATEGIST model and use it as a test-bed for hypotheses about
strategy-driven inference rules, as well as exploring the role of the
inference strategies with texts of different genres.

Acknowledgments

We acknowledge Dr. Art Graesser of California State University at
Fullerton, and Dr. Ed Matthei of University of California at Irvine
for many useful theoretical discussions and assistance in designing
the experiments reported here. Amnon Meyers wrote the programs
used to run the experiments.

References

Anderson, J.R. & Bower, G.H. Human associative memory.
Washington, D.C.: Winston and Sons, 1973.

Black,J.B. & Bern, H. Causal coherence and memory for eventsin
narratives. Journal of Verbal Learning and Verbal Behavior,
1981,20,267-275.

Bower, G.H., Black, J.B.& Turner, T.J. Scriptsin memory for text.
Cognitive Psychology, 1979,1,177-220.

de Villiers, P.A. Imagery and theme in recall of connected
discourse. Journal of Experimental Psychology, 1974,103,263-
268.

Granger, R.H. Adaptive Understanding: Correcting Erroneous
Inferences (Report No. 171). New Haven, Conn: Department of
Computer Science, Yale University, 1980. (a)

Granger, R.H. When Expectation Fails: Towards a self-correcting
inference system. Proceedings of the First National Conference on
Artificial Intelligence, Stanford, California, 1980. (b)

Granger, R.H. Directing and Re-Directing Inference Pursuit:
Extra-Textual Influences on Text Interpretation. Proceedings of
the Seventh International Joint Conference on Artificial Intelligence
(IJCAI), Vancouver, British Columbia, 1981,

Granger, R.H. Judgmental Inference: A theory of Inferential
Decision-Making During Understanding. Proceedings of the
Fourth Annual Conference of the Cognitive Science Society, Ann
Arbor, Michigan, 1982,

Granger, R.H , Eiselt, K., & Holbrook,J.H. STRATEGIST: A
program that models content-driven and strategy driven behavior
(Report No. 198), Irvine, CA: Artificial Intelligence Project,
University of California at Irvine, 1983.

Haviland, S.E. & Clark, H. H. What's new? Acquiring new
information as a process in comprehension. Journal of Verbal
Learning and Verbal Behavior,1974,13,515-521.

Rumelhart, D.E. Understanding understanding (Report No. 100).
San Diego, Calif: Center for Human Information Processing,
University of California at San Diego, 1981.

Schank, R.C. & Abelson, R.P. Scripts, Plans, Goals,and
Understanding. Hillsdale, N.J.: Erlbaum, 1977.

Schank,R.C., Collins, G.C., Davis, E., Johnson, P N, Lytinen, S., &
Reiser, B.J. What's the Point? Cognitive Science,1982,6,255-275.

Seifert, C.M., Robertson, S.P. & Black,J.B. On-Line processing of
pragmatic inferences (Report No. 15). New Haven, Conn:
Cognitive Science Program, Yale University, 1982.






STRATIFICATION IN STORY

Valentina Zavarin
University of California San Francisco

Since the 1960's studies of structures (structura-
lasr irn art) and stulies of systers underlvine language
“ehavier (semiotics) have led to increased effort to
formalize theoretical guestions of story underscanding.
The decisive push in chis direction is due 1) to the
work of folklorists and anthropologists, particularly
that of Levi-Strauss; and 2) to the discovery of
Vladimir Proop and other Russian theoreticians of the
1920's (Bachtin, Shklovsky, Nikiforov, Eikhenbaum,
and others). A number of studies of folklore and 1li-
terary works appeared under the labels of narratology,
grammar of stories, narrativics, structural analvsis
of narrative (Dundes, 1962, Greimas, 1966, Nathhorst,
1969, Hendricks, 1972, Petofi & Rieser, 1973, Prince,
1973, 1974, Van Didk, 1975). MNumerous studies dis-
cussed text structure and text composition
(Lotran, 1577, Uspensky, 1973), typologies of formu=-
laic and nom-formulaic (nonce) texts (Rascier, 1971,
Syrkin, 1975, Permyakov, 1979), the status of the nar-
rators in the story (Booch, 1967, Nalezel, 1967, Pelc,
1971 and others). Fewer studies dealt with the aspect
of the addreasee or the reader (Tedorov, 1970, Eeco,
1979).

In search of a story understanding model, recent
literature in Artificial Intelligence has raised a num
ber of interesting questions. For example, what are
the stories and what are non-stories (Black and Wilen-
sky, 1979): what are the subordination principles
between various elements of the story (goals and sub-
goals), how do you tell if elements go together anmd
what are the relations between these elements (Rummel-
hart, 1980); what are the elements in the story which
are ''‘candidates-for-deletion', when one models the
story; is the aristotelian division of story into set-
ting, characters, action and events a helpful segrega-
tion for present day analysis and what is the unic of
analysis referred to as "event" (Black and Wilensky,
1979); how can we account for the embedding phenomenon
in story or discourse; is there a primordial story
structure concept (or a traditional one) which allows
expectation-driven processing of stories (Mandler &
Johnson, 1980); will a layered analysis of texts/
stories be productive, specifically if we isolate in
our analysis the level of narrative sequences from the
level of the world of represented objects
(Hobbs & Agar, in preparation).

I propose to outline several topics in story ana-
lysis which have received special attention in semiotics
and 1in one way or another intersect with questions
raised in artificial intelligence and cognitive science
literature.

I will consider some differentiacions which can be
made between types of texts in grammar building. Spe-
cifically I will consider the case of differentiating
texts according to whether they require an unequivocal
single interprectation or noc. T will then consider "within
text" differentiation of strata which also may affect
grammar building, as i{s the case with the grarmars cap-
turing events in the world of the story, as opposed to
grammars capturing events of the narrative sequences
(see for example stories with mulriple flashbacks).

Two Types of Texts: Type A and Tvpe B

One of the principal typological distinccions
between texts is that of the type "A" (factual text)
which calls for a single incerpretation and the type "B"
text ("mythic" text) which allows for ambiguitw and
polysemantic interpretation. Type A text may alsoc be
referred to in the literature as scientific or "practi-
cal” text while type B as artiscic text (see Greimas,
1968, Rastier, 1971, Syrkin, 1975, Zavarin & Coote,
1979).

*The work for this paper was facilicaced by the
National Institute of Mental Health Grant 31360.

Content and Expression

In regards to the question raised by Black and
Wilensky (1979) as to the kinds of knowledge which are
needed to understand story content, one of the firsc
steps is to diseriminacte the content of the story from
whatever else there is I{n the story. One possibility is
to start with the dichotomy of content of story vs, ex-
pression.

An important distinction between the two types of
texts A and B is that in one type there is an obligatory
regulation of the level of content while organization of
the level of expression is optional and vice versa (Svre-
kin, 1975). A factual or scientific text (type A)
strives towards an unequivocal organization of the plane
of content and towards avoidance of contradictions, while
regulation of the expression plane i{s not required. In
a type B text (folklore or artistic text) equivocal in-
terpretation or polysemanticism is desirable since it
allows different societies, cultures and different peri-
ods to interpret a text in various ways. For example,
there seems to be an infinite possibility to come up with
a new incteroretation of a classic artisctic text (see
mulciple interpretations of Shakespeare's plays; see also
controversial interpretations of classic works by the
recent French critic Barthes, 1964). Type
B text (artiscic, mythic text) however, requires scrict
regulation of the expressive plane. Here the system of
expressive means may be represented by elements of scyle,
genre, artistic school, and the conventionalities attached
to them. Different expressive systems are also super-
imposed by the language, its multiple cultural expres=-
sions and dialects. Artistically accomplished texts have
been traditionslly viewed as texts in which the artist
"striked out the unnecessary”, ergo the tabu of adding,
or deleting something on the expression level of the ar-
ristic text. A type A (sciencific) text may or may not
be styliscically accomplished and may or may not have
metaphorical or figurative expressions as its elements.
The only obligatory feature is that this type of text
must yield only one and not multiple imterpretations.

It should be noted that type B (mythic, artrisctic) cext
may be clear of metaphoric or other figurative devices
and only be figurative (metaphoric) as a wvhole, yvielding
multiple interprecations applicable to many real life
situacions.*

*Type 4 texts are as well represented in folklore as
are type B texts. Compare:
Type A Texts:
1.-—=Ishodo gave Indai a pot in which poison had been pre-
pared. Indai asks: "If 1 cook food in it will those who
eat the food die?" Ishoko responded: "Take the pot, put
hot coals in it, and put it on fire. When the coals are
burned up, you can cook food in the pot." (Bushmen text)
2.—Rye says: "Sow me in ashes and in time." Oacts says:
"Stamp me in dirt and I will be the king."
3. It should be noted here that Black & Wilemsky's (1979)
text about how to catch a fish 1s a perfectly justifiable
example of a storv text. Procedural texts such as how Lo
catch an animal, how to make clothes, or how to prepare
food, ecc. are abundant in folklore. The differences
between Black and Wilenskv text and a folklore one s
that theirs is a nonce, type A text as opposed to a for-
mulaic type A text found in folklore.
Type B Text:

The Perishing of an Cagle. An eagle was flying in
heaven, and shot down by an arrow, he was astonished.
Who did that? He looked at the arrow and saw his own
feacher, he then said: "Woe {3 me! [ am the cause of my
own destruccion.”

Examples of contaminations of various types of texts
can he exemplified as follows: the detective story demands
a necessary regulation of content as all type A textsbut



Within Text Differentiation of Strata

In proposing a story grammar Rummelhart (1980 and
previous work) explains that at its basis is a theory
of summarization. According to Rummelhart (1980) the
important question is to determine the relevant portions
of a story for summarizing. But we can always ask the
question: relevant for what kind of summarizing and
relevant in what way. If we consider that coherence may
occur on a number of strata it is necessary to state
which stratum one is subjecting to analysis and sum—
marization. We can segregate

1) the stratum of sound;

2) the stratum of the world of represented objects--
here we could study separately within the world of
represented objects, represented space, time, or
alternations of points of view, etc.; next we can
investigate and summarize

3) narrative sequences; and

4) the stratum of meaning units and relations between
the actents.

Let us exemplify some of the levels by using the selec-
tion of the 'Margie" story by Rummelhart (1980).* I
will not discuss the stratum of sound and thus start
with Stratum Two.

The Stratum of the World of Represented Objects: The
Diachronic Model (Stratum 2)

In Rummelhart's analysis, the story summary has the
following schema: something happens to the protagonist,
the happening triggers a goal, the protagonist gets in-
volved in problem solving activity. The stratum of the
world of represented objects has been given gpecial at-
tention by Propp (1968) and Greimas (1966) under the
title of functional model. The Propp-Greimas model gives
us an elaborate enumeration of story events or functions
which may or may not be explicitly mentioned by the
author.
details about the birth of the protagonist; an initial
situation which is unstable; a state of affairs with a
certain contractual relation between the protagonist and
the environment which is unsatisfactory; the breaking of
the contract which leads to an initial event triggering
a goal. After the initial event a number of changes
occur which lead to a goal or to the final state. A new
equilibrium is then established. A number of helping
agents or antagonists modify the action along the way.

The particular "changes'' have been sketched out by
Propp-Greimas and Schank and Abelson in similar terms.
The functional model can be compared to the model of
"plans” in the Schank & Abelson tradition (Schank &
Abelson, 1975, Abelson, 1975). Propp-Greimas functions
(hereafter referred to as P/G) and "deltacts'" in Schank
& Abelson (1975) (hereafter referred to as Sch&A) may
be seen in parallel. The 2 models assign special im~-
portance to:

(cont.)

it may also have elements of type B. Ancient poems of
Parmenides and Lucretius and didactic writings in India
and Persia are examples of contaminated types. Aphoris-
tic literature requires regulation of both planes as
exemplified by scientific works of Hippocrates, Leonardo
da Vinci, and some works by Tolstoi. In humorous texts
there i{s a strict regulation of connections, both formal
and semantic, between both levels.

* The Margie Story Version I.

Margie was holding tightly to the string of her beau-
tiful new balloon. Suddenly a gust of wind caught it.
The wind carried it into a tree. The balloon hit a
branch and burst. Margie cried and cried.

Propp's scheme can be summarized as follows: first,

"change in obligation to "breaking of a contract"-
do something for somebo- P/G
dy"-SchsA

"the communication of an
object-ultimate good (on
the parameter '"to have')-
P/G

"change in the control
of an object'"-Sch&A

"communication of a mes-
sage" (or communication
along the parameter of ''to
know'')-P/G

"change in what an actor
knows''-Sché&A

"communication of quality"
or enablement conditions
(along the parameter "to
be able")-P/G

"change in some quality
of an object'-Sch&A
(first version of 1975
paper)

There is also in addition to the previous functions the
realization of

"change in the proximity "translocation in space'-
relations of objects and P/G
actors'-Sch&A

It should be noted here that in order to perform a fun-
ctional analysis on any story (analysis of the stratum
of represented objects) events have to be first recon-
structed in chronological order.

Expansion and Condensation

If we look at a skeleton of a story such as The
Margie Story Version I, we know that an author has various
options of expanding the story in its various parts. He
may use stylistic distancing such that events in the
story may be told by a special lst person narrator. He
may follow a complex chronology in what he will tell
first about the world of represented objects and what
will be left for last. The flow of narration—Redezeit,
according to Laemmert (1967), has its own logic. There
may be numerous flashbacks and embedding of narrator's
testimonies. about the events in the story. The author
may also leave certain parts unsaid creating missing
links in the story for a special effect. The narrator
may take the role of an omniscient retrospective testi-
fier about the action or there may be many testimonies
by people of various intelligence and insights who will
interpret and misinterpret events. In this respect a
story is not different from a set of judicial protocols.

The Stratum of Narration Time (Stratum 3)

First person narratives may add a superstructure
upon the events as they happen in the world of represented
objects. This level can be exempliried by Rummelhart's
summarization of the Version II Margie Story. Although
Rummelhart himself believed that summaries of events
which are not in chronological order lose the quality of
story, we can perfectly well project Rummelhart's summary
IT into a story told in the first person:

Margie Story Version II (Rummelhart, 1975, with comments
by the present author®)

1. "Margie cried and cried" (said the author about a
scene he observed);

2. "The balloon hit a branch and burst" (explained an

* We are proposing the comments with reservations always
to be taken when we deal not with a real story or com=-
munication but with something invented to illustrate a
point as did Rummelhart. Thus no more weight should be
attached to this analysis than what i1s granted to the
original example.



observer of the scene);

3. "The wind carried it into a tree" (said another
observer) ;

4, '"Suddenly a gust of wind caught it" (said another
observer) ;

5. "Margie was holding tightly to the string of her
beautiful new balloon" (said the father of Margie,
and everything became clear to the author).

In real stories an author may choose to present
events in chronological order or narrate them in a dif-
ferent order. ''Margie Story I'", the chronological story
would normally be told in the third person by a pseudo-
objective omniscient author whose personae will be hid-
den. '"Margie Story II" would normally be told in the
first person singular or plural by a narrator who is
part of the world described in the story. It is a much
more complex story as it incorporates Margie Story I
and superimposes another level on it. The special ef~
fects created by embedding of narrators' voices should
also be considered.

Embedding

Embedding of events (flashbacks) and narrators'
voices is a common phenomenon in artistic works. Nar-
rators' voices have been recently referred to as 're-
gisters" in psycholinguistics and journalism. Diffe-
rentiation can be made between the real author-narrator
and the apparent narrator (explicitly named or not).
Characters in a story may become second level apparent
narrators. Third level apparent narrators' testimonies
may be embedded in the latter's speeches, etc. A story
often consists of cascaded quotations where the real
author and various apparent narrators and characters
narrate about the objects in the represented world (see
comment No. 1)

The Stratum of Meaning Units: The Paradigmatic Model
(Stratum 4a)

Any story can be viewed as the author's solving of
some problem about the world. In the case of the Margie
Story we can infer that the elementary notions are those
of "possession of beautiful objects'" and 'noxious acts
of nature.'" The expanded story would have to precise the
final design. The paradigmatic model of signification
will then specify the deep meaning of the relation bet-
veen cthe two terms (Greimas & Courtés, 1979).

Relations Between Invested Roles: The gynchronic Model
(Stratum 4b)

Various roles are embodied by different characters.
According to Propp-Greimas "actents" are invested roles
held by characters or objects. The possible relations
are: one, of a teleological order--relations between the
protagonist and the object of his goal; two, relation of
an etiological order may be seen between the figure that
sets the goal ("donor") and the "obtainer' of the new
established order (society, for example); three, antago-
nists and helpers are the modifying forces in the action
(Propp, 1968, Greimas, 1966). These are the basic roles
which the author can distribute amongst multiple charac-
ters and significant objects which change the action.

Generation of Narratives

The question we can ask now is what would a full
blown text of the Margie Story look like? What are the
possible versions which can be generated from the given
schema.

In discussing the generative aspect of narrative
grammars Greimas (1971) raises the question how to account
for various intermediary processes which lead from the
deepest narrative structure level to the surface struc-

ture. Under the manifest level of the narrative (which
only hides the significaction), we find narrative struc-
tures consisting of syntagmatic chains of functions
(Propp's functions & deltacts). Under the units of the
narrative syntax (defined by Propp) we find the deep
meaning of the myth-like signification of the narra-

tive (paradigmatic signification defined by Levi-Strauss).

Between the deep structure level and the linguistic
surface structures are various sub-levels: (1) the level
of temporalization and spatialization, (2) linguistic
expansion and condensation which accounts for elision and
presupposition of some narrative blocks as well as the
expansion and multiple re-enactment of other narrative
blocks. Finally we have (3) the stylistic distancing
level which superimposes metaphore, metonymy, and other
figurative devices masking the content. The realization
of each of these levels in their various forms is avai-
lable to the author. A simple schema such as the Margie
story can become a newspaper factual account, a poem, a
myth, a tragedy or a comedy.

Particularly in artistic works, the level which the
author selects for presentation of the deep narrative
structure, depends on the intended effect upon the reader
which the: author)is trying to achieve.(See comment No. 2)

In conclusion, one should consider that in present
day discussions related to story understanding such basic
questions were asked as "how comprehension might occur"
(Rummelhart, 1980). The study of how to understand and
structure stories has a long history if we consider the
fact that Aristotle's treatise on the topic is 2,000
years old. On the one extreme we have available a prob-
lem solving model with goals and sub-goals (either for
the hero or for the author). At the other extreme we
have the coherence between images and scenes and in poetry
coherence of sound, which leads to a different understan-
ding of a text (Bergson, Proust). We should thus con-
sider that a story grammar has to specify what kind of
understanding one expects from an analysis or more spe-
cifically, what stratum one intends to analyze.

Comment No. 1

Pele describes different possibilities of
embedding narrators' voices in stories:

To make a distinction between the real narrator,
i.e., the author of the work in question, and the
character who in the text of that work “utters"
the narrative monologue, let the latter be termed
the apparent narrator. That apparent narrator is
always a person about whom the real narrator (the
author of the work)narrates. But it often happens
that the real narrator narrates about the apparent
narrator without mentioning him explicitly.- In
lyric poetry and in novels written in the form
of memoirs, he uses for that purpose verb forms and
personal pronouns in the first person; in epic
literature he often pretends that the apparent
narrator is absent; in invocatory lyric poetry
he implies the existence of the apparent narrator
by using verb forms and personal pronouns in the
second person; and in the drama he specifies him
explicitly by naming the dramatic personae...As
is known, in literary works, especially in novels
and stories, it happens very often that the charac-
ters narrate about something in their dialogues and/
or monologues. When this happens, they become second-
level apparent narrators. And if in their narratives
there is a person who in turn narrates himself, we
have to do with third-level apparent narrators.

None of them, however, except for the author of the
work in question himself, is the real narrator...
When analyzing the semantic structure of narratives
we have to bear in mind that we have to do with cas-
caded quotations. Pelc, 1971



Comment No. &

A Speclal Case: The Reader's Model

An important distincrion has been made by Mandler
and Johnsom (1980) about story understanding if the
"reader’'s model” is to be considered. Does a story have
a unique structure or is there a conventional structure
wvhich should be considered when we analyze the process
of reading, asked the authors.

Mandler and Johnson postulated a kind of primordial
story structure which allows an expectatioo—driven
processing for the reader/listener. Knowledge of con-
ventional structures are particularly important and
sine qua pon in & reading of artistic works. Lotman
(1977) sees the model of the reader as follows:

The perception of the artistic text is alwavs &
struggle between the reader and the author...having
perceived a certailn part of I:Ihe text, the reader

constructs the reat of the structure in his mind.
The author's next "move" may confirm this conjecture
.+..0r it may disprove this guess and demand a res-
tructuring of the model. Each subsequent move of
the author again brings about these two possibiliti-
es. And so it goes, until cthe moment when the author
having "vanquished" the previous artistic experience,
the aesthetic norms and prejudices of the reader,
compels him to accept his model of the world, his
view of the structure of realiry. This moment of
acceptance is the "closure" of the lirerary work;

it may occur, 1in fact, before the end of the text,

if the author uses a familiar model, the nature of
which 16 accessible to the reader from the beginning
of th= work.
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MULTIPLE MODELS OF EVAPORATION PROCESSES
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Bolt Beranek and Newman Inc.
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We have been analyzing subjects' responses to eight difficult questions about
evaporation processes in order to formalize the different kinds of mental models
people use in reasoning about complex systems., In this analysis we have identified
three different 1levels of mental models that subjects wuse to reason about
evaporation: macroscopic functional models, microscopic aggregate models, and
microscopic molecular models. Models at these three 1levels are closely
interlinked: Each dependency in a functional model is supported by one or more
aggregate models, and each aggregate model by one or more molecular models.

We have represented the models at the macroscopic and aggregate levels in terms
of Forbus's (1982) Qualitative Process Theory as a series of qualitative
proportionalities. The proportionalities form a causal chain linking one variable to
another. 1In the macroscopic models the linked variables are summary variables (e.g.,
temperature, density) that characterize masses of elements as a whole., The aggregate
models link the summary variables of the macroscopic models to aggregates over space
or time of individual particles. The molecular models describe the interactions of
the individual particles. They are represented in terms of the incremental
qualitative analysis of deKleer (1977) and Forbus (1981).

Analysis of Subjects' Protocols

We will illustrate our analysis by comparing two subjects' responses to one of
the questions about evaporation together with the correct answer to the question. We
will present each subject's protocol, together with a brief description of the
subject's reasoning. Then we will give our representation of models at the different
levels. The question was "Why do you see your breath on a cold day?" The first
subject's response was:

RS: I think again this is function of the water content of your breath that you are
breathing out. On a colder day it makes what would normally be an invisible
gaseous expansion of your breath (whatever), it makes it more dense. The cold
temperature causes the water molecules to be more dense and that in turn makes it
visible relative to the surrounding gases or relative to what your breath would be
on a warmer day, when you don't get that cold effect causing the water content to
be more dense. . . . So I guess I will stick with that original thinking process
that it is the surrounding cold air - that the cold air surrounding your expired
breath causes the breath itself (which has a high water content and well I guess
carbon dioxide and whatever else a human being expels when you breathe out),
causes the entire gaseous matter to become more dense and as a consequence become
visible relative to the surrounding air.

At the macroscopic, functional level RS's argument is that cold air cools the
breath, which causes it to be more dense, which in turn causes it to be more visible.
Microscopically he suggests no mechanism for the cooling process, but in this and
other answers he appears to believe a "moving crowd" model of increased density (that
average distance between molecules depends on their speed) which in turn reflects a
"billiard ball" model at the molecular level. He also implies that visibility at the
aggregate level is a ratio of visible particles to volume of space, but does not
indicate any molecular model of particle visibility.

The second subject's response to this same question was:



PC: The reason is because the air that you breathe or rather the air that you should
breathe out, comes from your body and is hot air. The air which surrounds your
body, because it is a cold day, will be cold air. When the hot air that you
breathe meets with the cold air of the atmosphere, it will tend to vaporize almost
like steam from a kettle, which of course, can be seen. Thus unlike on a hot day,
when there is hot air around you and the hot air that you breathe are the same
temperature, roughly, you cannot see your breath because the steam will not be
formed, but on a cold day because of the variation in the temperatures and the
vaporization of your breath, you can see when you are breathing. This phenomenon
would not occur on a hot day because of the similarity in temperature.

At the macroscopic level PC's argument is that the vaporization rate of water in
your breath depends on the temperature difference between the breath and the air. 1In
turn the amount of steam formed depends on the vaporization rate and the visibility of
the breath depends on the amount of steam formed. PC here and elsewhere equates steam
with water vapor. No aggregate or molecular models are explicit in PC's answer,
though he implicitly believes that vapor holds together in space and that visibility
depends on the ratio of visible to invisible particles.

The actual process that leads to seeing your breath on a cold day goes as
follows: The cold air cools the water vapor in the breath, which leads to a high
condensation rate of the water vapor, which leads in turn to a large amount of
condensed water. It is this liquid water that is visible. At the aggregate level the
cooling of the water vapor is a heat-exchange process, based on "billiard ball"
collisions at the molecular level. Condensation is an aggregation of water molecules
around a nucleus at the aggregate level, based on dipole electrical attraction at the
molecular level. The amount of water in the breath depends on condensation and
dispersion at the aggregate level, which depends on the billiard ball model of
molecular interaction. Finally, the visibility of the condensed water depends on the
ratio of visible particles to volume of space at the aggregate level, which depends on
the absorption and re-emission of photons at the molecular level.

Table 1

Multiple Models of Why You See Your Breath on a Cold Day

Macroscopic Model Aggregate Model Molecular Model

Temp(a)aQTempIA} - -
Densitny)cQ-Temp{al Moving Crowd Model Billiard Ball Model

Visibility(BlaQDensity(Bl Visibility Model? Reflectance Model?

Vaporization-rate(alao - -
Temp { B) -Temp (&)

PC

Amount-of (S)a _Vaporization- Container Model? Billiard Ball Model?
Q
rate(B)
Visibility (BlagAmount-of (S) Visibility Model? Reflectance Model?
Temp(V)aQTemptA) Heat Exchange Model Billiard Ball Mcdel
Condensation-raterJao Aggregation-on-nucleii Dipole Attraction
Temp (V) Model
CA
Amount-of (W)agCondensation= Container Model Billiard Ball Model
rate (V)
visihilitytﬁ}uohmaunt-of (W) Visibility Model Absorption &

Re-emission

A=air, B=breath, S=steam, V=water vapor, W=water



Table 1 summarizes the three answers: that of subjects RS and PC as well as the
correct answer (CA). The macroscopic view in the first column specifies the
qualitative proportionalities (Q-props) that form the functional models for the three
answers, These Q-props are the relations used to describe a process history in
Forbus's (1982) theory. They summarize the dependencies referred to in the three
paragraphs above as the macroscopic models of the process. The individuals referred
to in the Q-props are specified at the bottom of the table. Where a dash appears in
the Aggregate Model or Molecular Model columns, it is because it is impossibtle to
surmise what model the subject was using. A question mark indicates uncertainty
whether the subject's answer was based on a particular model.

Aggregate Models

Table 2 shows two of the aggregate models referred to in Table 1. Each attempts
to define the constraints operating on the aggregations of particles interacting over
time and/or space to produce the corresponding Q-prop at the macroscopic level.

Table 2

ARggregate Models of Evaporation Processes

Moving Crowd Model of Gases Visibility Model of Suspcnsions
n n n
Densiny{MJaO - L ) Distance(m,m_) Visihilityimluo z Volume(v;) /Volume(S)
i=1 j=1 4 i=1
n
i . L)+ sSpe ¢ £ Volume(v,)a. Amount-of (V)
LlsLancet(mlm]]ao SPEEdt-x,t{m1) PLCdt-x,t(m]) i i) g
where m, and m, collided at t-x where M =suspension of particles
3 1 v.=visible particle in M
speed{milao Temperature (M) S =space occupied by M
V = visible matter in M

where M=unbounded mass of a «
m=moleculce of yas M

no clearly believes that density of molecules in a gaseous state depends on the
temperature of the gas, the second Q-prop for RS in Table 1. From this and other
answers this appears to be supported by a moving crowd model of gasses: The raster
any particle is moving in an unbounded gas, the more distance it puts between itself
and other particles. We have represented this model as a set of Q-props relating
entities at the macroscopic level to aggregations of particles at the aggregate level.
The first Q-prop states that the density of a gas (at the macroscopic level) is
negatively proportional to the distance between each pair of molecules. The second Q-
prop states that the distance between any pair of molecules that collide at some time
is proporticnal to their speed after they collide. The third Q-prop states that the
speed of any molecule is proportional to the temperature of the gas. Thus the Moving
Crowd Model relates the density of a gas to its temperature in terms of the steady
state behavior of aggregates of molecules.

The second model shown represents the visibility of a mass of particles. The
first Q-prop in the model states that the visibility of the particles is proportional
to the ratio between the volume of the visible particles aggregated together and the
volume of the space in which the mass is suspended. The second Q-prop states that the
volume of the individual particles is proportional to the amount of the visible stuff
in the mass (i.e., the number of the visible particles). The visibility model then
relates the visibility of a mass of particles to the amount of visible material in the
mass.

These models exemplify how we have tried to capture understanding at the
aggregate level, Each model relies on mappings between functional quantities at the
macroscopic level (e.g., temperature of a gas) and aggregate quantities at the
microscopic level (e.g., average speed of the particles in the gas). By mapping down
to the aggregate level people can "understand™ a macroscopic dependency in terms of a
set of dependencies at the aggregate level.



A Molecular Model

We can illustrate a molecular model by an expert "billiard ball"™ model of
molecular interaction. Our analysis, shown in Table 3, is an extension to colliding
balls of the incremental qualitative analysis of deKleer (1977) for rolling balls and
Forbus (1980) for bouncing balls. All possible collisions of two balls of equal mass
are summarized by the four cases shown and their combinations.

Table 3

Billiard Ball Model of Molecular Interaction

Case 1 m m g Case 3 m
e o i 2 EANE 2 =
Impact Impact 2 2
angle X ¥ x ¥y angle o ¥ x ¥
-a -a
@__ () Entry -a 0 b 0 b "_( :) iy -a 0 0 b
b (] u
U] b 0 -a ] o 0 o -a b
Exit th= 0 3 o -a Exit oh= 0 a - o
45 578 -ha  ha -ka  -ka 45°B-3 -ba  ha Ba ha
[l
90* i 0 b 0 90 -a o o
Case 2 n mn Case 4 m n
Impact : 2 Impact - 2
angle x Y x Y angle x Y x ¥
-a ST -a
- my Entry -a o -b 0 .—-@ Entry -a o 0 b
. - { } i
O? L @ 0
1] -b 1] -a o - o a Q -a =-b
: i a a
Exit 45eb=a -a 0 -a [ Exlt 45°b=2 -ha ‘E-g ~ha Q%
b=0 =-ha ha -ha  -ka b=0 -ha a -ka ~ka
50 -a o -b 0 90" -a 0 o -b
o = e

When two balls collide, the ball moving faster initially is defined to be m;.
The orientation of the X axis is defined by the direction of m; (negative in the X
direction). The result of the impact is defined for four critical directions m, may
be moving with respect to the X axis: left, right, up, down. Other possible
trajectories of m, are additive combinations of two of these cases: e.g., up and
left, up and right, etc.

The point of impact on m, is defined by an impact angle, measured from the center
of m, as the origin, one side parallel to the X axis and the other side defined by the
contact point. We have defined the result of impact for each of three critical
angles: 0 degrees where for Case 1 the two balls meet head on, 45 degrees where the
line from the center of m; to m; has a slope of 45 degrees, and 90 degrees where the
two balls just barely touch each other. Other possible impact angles have values
intermediate between these three angles: These are the critical angles for inferring
what will happen when two balls collide.

Let us explain the table in terms of what happens in Case 1. The two balls come
toward each other each with a component of velocity in the x direction, but none in
the y direction. Therefore, the entry velocity for m; has -a for its x-component
(minus because it is headed in a negative direction) and 0 for its y-component.
Similarly, the entry velocity of m, has b for its x-component and 0 for its y-
component. If the two particles meet head on (i.e., their impact angle=0 degrees),
they exchange momentum. Thus, m, goes off to the right with velocity b and m, goes
off to the left with velocity =-a.

If the two particles meet at a 45 degree angle, then there is a range of possible
outcomes. The two boundary conditions (}b{=}a] and b=0) for that range of outcomes
are shown: b cannot be greater than a because m, is arbitrarily defined as the faster
moving ball. When b=a, after the balls collide m, goes straight up with a velocity of
a and m, goes straight down with a velocity of a. When b=0 (i.e., m, is stationary),
m, goes off at a 135 degree angle with its x and y-components of velocity each 1/2 a
and m, goes off at 225 degrees with the same components of velocity. As b increases
from 0 to a, the angle at which m, goes off moves from 135 degrees to 90 degrees, its



x-component of veloecity in absolute terms decreases from 1/2 a to 0, and its y-
component of velocity increases from 1/2 a to a. Similarly, for m, the exit angle
changes from 270 degrees to 225 degrees as b increases, the x-component of velocity
decreases from 1/2 a to 0 and the y-component of velocity increases from 1/2 a to a.

Naive models of billiard ball interaction are not this sophisticated, but they
can be represented in similar terms. For example, a naive model might not assume
momentum transfer in a head-on collision. A naive person might assume rather that the
input speed for each particle is the same as its output speed in such a collision.
Furthermore, naive people may not know what happens in some of the cases, or have only
approximate bounds on what will happen. A more qualitative representation related to
this one would give the output angles and whether the velocity is zero or not. This
may come closer to the way people intuit particle interaction. But we think the
parsing into cases, the combining of cases, and interpolating values corresponds to
the way people think about particle interaction at a molecular level.

Conclusion

When we looked in detail at people's reasoning about evaporation, we found that
they reason at three distinct levels: (a) in terms of macroscopic variables like
temperature, density, or volume, (b) in terms of aggregates of particles that behave
in a similar way, and (c¢) in terms of individual particles and their interactions. We
have tried to show how people's models at these different levels can be represented in
terms of the Qualitative Process Theory of Forbus (1982) and the Incremental
Qualitative Analysis of deKleer (deKleer, 1977). 1In particular we would argue that in
principle each step in a macroscopic functional model is supported by one or more
aggregate models, and in turn each aggregate model is supported by one or more
molecular models.

Qur study perhaps raises more questions than it answers. One important question
is how many different kinds of models people have at each level of analysis. Our
guess is that there are many such models, since they reflect knowledge that subjects
learn throughout their lifetimes. The commonality between subjects will be in the
levels at which such models are constructed and the internal language in which they
are constructed.
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THREE PROBLEM SOLVING SITUATIONS

A well-known non-verbal intelligence test is the Standard Progres-
sive Matrices, SPM (RAVEN 1958). In each test problem, the subject has
to find the element in the solution set which completes the test pattern
in a globally consistent way (Fig. 1).

There are two versions of the SPM. One version allows physical
manipulation of the solution set, i.e., paper cards can be physically in-
serted into a slot in the test pattern (situation A). In the other ver-
sion, test pattern and solution set are printed on the same page of a
booklet, so that the subject can visually inspect test pattern and solu-
tion set (situation B).

Let us consider an hypothetical situation where an artificial prob-
lem solving system plays the puzzle (situation C).

In all three situations the problem is given in the physical world.
In situation A, the problem can be solved by physical manipulation of the
object. The subject has solved the problem as soon as he has obtained a
"good figure" (c.f. ANDERSON 1980, PD . 53-54). Note that the subject
does not necessarily need a representation of the problem, as such, in
his mind. That is, he may manipulate each of the eight objects and only
perceive the problem, post hoc. In contrast, situation B requires some
mental representation of the problem. By applying cognitive procedures,
the physical problem solving process can be mentally simulated. Then,
the mental solution triggers an appropriate action in the physical prob-
lem world. In situation C, the problem must be represented in the domain
of the artificial system.

In the present paper we will discuss the general structure of situ-
ation C in the light of cognitive representation theory (PALMER 1978).
We believe that this can clarify some aspects of the representation of
human knowledge in artificial systems. We suggest issues in knowledge
representation which require further study for a better understanding of
intelligent behavior.



MEDIA OF REPRESENTATION

A close-up look at the structure of the problem solving procedures
in situations A, B, and C reveals some important differences (Fig. 2).

They differ with respect to the structure of the problem solving proce-
dure, especially with the types of representation involved. The problem
solving procedure in situation C can be broken up into a sequence of
subtasks: 1.) the creation of a symbolic representation of the physical
problem (¢ in Fig. 2C), and 2.) its transformation into a computational
representation (d in Fig. 2C). 1In case a symbolic representation of the
problem is generated outside the symbol processing system (solid box in
Fig. 2¢), the task of the system is a classical symbol processing task.
The preceding generation of the symbolic representation of the real-world
problem must still be done by a human.

Is it possible to move the interface of the system in between real-
world problem and its symbolic representation? In other words: is it
possible to create symbolic representations of real-world problems auto-
matically? In the following, we will discuss this question from the
perspective of representation theory.

odluill

N
o) W)

Fig. 21

Three problem solving situations. The problem is
given in the physical world. In situation A it is
solved by physical procedures. In situation B the
problem and its solution is mentally simulated.
In situation C, a simbolic representation of the
problem is generated which then is fed into an
artificial problem solving system.

Fig. 1:

Problem C7 from the Standard Progressive Matrices
intelligence test. Upper part: test pattern,
missing field at lower right corner.

Lower part: multiple choise solution set.



TRANSFORMATION OF INTRINSIC INTO EXTRINSIC REPRESENTATIONS

Representation theory appears to be a powerful tool for a more
detailed study of the generation of symbolic representations of problems

in the real world. Following Palmer (1978), a representation system
mainly consists of two related, but functionally separate, worlds. In
order to specify a representation system, five aspects have to be de-
fined:

1. what the represented world is,

2. what the representing world is,

3. what aspects of the represented world are being modeled,

4. what aspects of the representing world are doing the modelling,
5. what the correspondences between the two worlds are.

The +two worlds in such a representation system consist of objects that
are characterized by the relations among them. The correspondence between
the represented world and the representing world must preserve at least
some of these relations. Two fundamentally different forms of representa-
tion should be distinguished: intrinsic and extrinsic ones. A represen-
tation is called intrinsic whenever a representing relation has the same
inherent constraints as its represented relation; it is called extrinsic
whenever the inherent structure of a representing relation is arbitrary
and that of the represented relation is not.

Let us assume here that the creation of a symbolic representation is

a two-step process: in the first step, an analog, "natural isomorphism'" -7
type representation (SHEPARD 1975) is created. In a second step, the |
analog representation is transformed into a symbolic representation. A

symbolic representation is a propositional representation which is suffi-
ciently complete for solving the problem.

Palmer (1978) has argued that analog representations are intrinsic,
whereas propositional representations are extrinsic. Thus, the just
stated assumption allows for an interesting conclusion: the transforma-
tion of the analog representation into a propositional representation
requires the generation of an extrinsic representation from an intrinsic
one; this process is a crucial step in generating a symbolic representa-
tion.

The entire problem solving process is now segmented into three major
subtasks. One subtask is the transformation of an analog representation
into a propositional, i.e. symbolic, representation. We have just clari-
fied that this process transforms an intrinsic representation into an ex-
trinsic one. The other two subtasks, the generation of +the initial
analog representation (cf. MARR 1976) and the symbolic problem solving
procedure (cf. SIMON 1978) are relatively well understood.

ANALOG - PROPOSITIONAL DUALISM

Analog and propositional representations are regarded as the two
major candidates of representations in human memory. We will briefly
point out some of the impacts of the so-called analog - propositional
controversy in psychology (PYLYSHYN 1973, KOSSLYN 1976) on artificial



intelligence. Speculations about the nature of representations in human
memory, according to which they are either analog or propositional, <can
be traced back to pre-scientific times. Psychologists have come up with
empirical support for either type of representation. The state of the
art 1s probably best described as a growing belief that "analog" and
"propositional'" describe differing appearances of a wunique underlying
form of representation.

It might be appropriate to view our present understanding of repre-
sentation in memory not as a controversy but rather as an analog -
propositional dualism much like the wave - particle dualism of light 1in
physics.

If we assume this point of view, some questions are shifted into the
focus of interest which have not been dealt with extensively, so far:
1.) What are the conditions under which knowledge appears in analog or
propositional form, respectively? This is a question aimed at cognitive
psychologists; 2.) How <can transformations between one form and the
other be described formally? This is a question aimed at AI. There have
been attempts to develop partial ad-hoc solutions within special domains
(e.g. WINSTON 1975). However, to the knowledge of the authors, there
have been no sufficiently general approaches on the level of representa-
tion theory.

CONCLUSION

Let wus return to the picture puzzle depicted in figure 1. What
would a propositional representation of this problem look 1like? Clearly,
many symbolic representations are possible. We outline one of them:

The test pattern consists of 9 fields. The position of each field can be
propositionally described by its row (x) and its column (y).

The position of the black square relative to its field can be described
with respect to three rows (x') and three columns (y').

Obviously, the proposition (x' = x) & (y' = y) holds for the 8 complete
fields of the test pattern.

Thus, one must conclude that it should also hold for the missing field.
Therefore, pattern 5 in the solution set is correct.

The idea behind this representation can be summarized as follows: the
position of the black square relative to its field is the same as the
position of the field relative to the entire test pattern. Obviously,
the propositional representation does not immediately pop out of the
picture. On the contrary, once the solution of the puzzle is found it
appears as an artificial, not easily graspable post-hoc justification of
the decision.

The propositional depiction of the problem given above is based on a
number of properties which are intrinsically represented in the analog

representation given by figure 1. The complexity of the propositional
representation stems from the difficulties we have in transforming
intrinsic representations into extrinsic ones. In other words, it may



require more mental effort and more intelligence to translate the prob-
lem 1into a representation which is appropriate for our present symbol-
based problem-solving procedures than to solve the problem in other ways.
Two alternative approaches are conccivable: 1.) to design intelligent
devices which can directly operate on analog representations, or 2.) to
explore the problem of transforming intrinsic into extrinsic representa-
tions and to develop algorithms which can perform such transformations.

ACKNOWLEDGEMENTS

The issues discussed here were stimulated by fruitful interactions
with Don Norman, Dave Rummelhart and their research group at the Cogni-
tive Science Institute, University of California, San Diego, while one of
the authors was a visiting scholar.

We thank Scott Campbell for useful comments and linguistic assistance.

REFERENCES

ANDERSON, J.R. (1980), Cognitive psychology and its implications. San
Francisco: Freeman.

KOSSLYN, S.M. (1976), Can imagery be distinguished from other forms of
representation? Evidence from studies of information retrie-
val times. Memory & Cognition 4, 291-297.

MARR, D. (1976), Early processing of visual information. Philosophical
Transactions of the Royal Society. Series B, 275, 483-524.

PALMER, S.E. (1978), Fundamental aspects of cognitive representation. In:
Rosch, E. & Lloyd, B.B. (eds.), Cognition and categorization.
Hillsdale: Lawrence Erlbaum.

PYLYSHYN, Z.W. (1973), What the mind's eye tells the mind's brain: a
critique of mental imagery. Psych. Bull. 80, 1-24.

RAVEN, J.C. (1958), Standard progressive matrices, sets A, B, C, D, and
E, London: H.K. Lewis.

SHEPARD, R.N. (1975), Form, formation, and transformation of internal
representation. In: Solso, R.L. (ed.), Information processing
and cognition: The Loyola Symposium., Hillsdale, N.J.: Lawrence
Erlbaum.

SIMON, H.A. (1978), Information-processing theory of human problem -
solving. In: Estes, W.K. (ed.), Handbook of learning and cogni-
tive processes. Hillsdale, N.J.: Lawrence Erlbaum.

WINSTON, P.H. (1975), Learning structural descriptions from examples. In:
Winston, P.H. (ed.), The psychology of computer vision. New
York: McGraw-Hill.






WHAT ELSE IS WRONG WITH NON-MONOTONIC LOGICS?
Representational and Informational Shortcomings

Jane Terry Nutter
Department of Computer Science
State University of New York at Buffalo
Amherst, New York 14226

ABSTRACT

Non-monotonic logics have been used recently for a variety of A.I. purposes,
including belief revision and default reasoning in question-answering and expert
systems. This paper argues that by their nature, such systems discard information
which has a role in human belief systems. In particular, systems which use
non-monotonic reasoning lose the distinction between fully justified inferences and
reasonable presumptions, in the process losing the ability to record failed
expectations as such, an ability which provides a useful measure of salience for
A.I. systems.

INTRODUCTION

Many A.I. systems deal less with knowledge than with beliefs which are
incomplete, which change, and which frequently include generalizations which are known
sometimes to fail. Consequently, it sometimes seems not only desirable but necessary
to draw conclusions which are not strictly entailed by the information in the system
and which further information might counterindicate. In traditional logics, if a set
of premises permits a conclusion to be inferred, any larger set containing the
original premises permits the same inference. Logics having this property are called
monotonic. Because reasoning from beliefs seems not to share this property,
researchers have devised non-monotonic logics for use in various A.I. systems.

Non-monotonic logics have generally been founded either on principles from modal
logic (see e.g. [McDermott and Doyle 1980] and [McDermott 1982]) or on Zadeh's work
[Zadeh 1965; Zadeh 1968] on fuzzy sets and fuzzy logic (see e.g. [Aronson, Jacobs and
Minker, 1980]). A substantial technical literature now provides model theories for
and proves theorems about such logics (see e.g. [Lee 1972] and [Reiter 19801), and
several A.I. systems have implemented some degree of non-monotonic reasoning, with or
without some additional reasoning scheme (see e.g. [Duda, Hart, Nilsson and Sutherland
19781). Not all responses have been favorable. Non-monotonic logics have been
criticized both for technical shortcomings (e.g. [Davis 19801) and on more general
philosophical grounds, which question using logic to govern inferences which involve
complex judgements of causal connections and the like (see e.g. Israel 19801).

The criticisms I want to put forward here fall into neither of these categories.
Instead they have to do with the precise role such logics play in A.I. systems when
they are used to model reasoning from default generalizations. I will argue that
non-monotonic logics do not and in principle cannot accurately reflect such reasoning.
Obviously, this criticism depends strongly on what is to be modeled. Hence the first
step is to get clear about what uses of non-monotonic logic I am criticizing. The
second section discusses this issue. In the third section, I take up the particular
aspects of knowledge and information based on default reasoning which I claim
non-monotonic logics by their nature cannot reflect.



page 2

THE PHENOMENA

It is not always immediately clear what a proposed system is intended to model.
Fuzzy logic in particular has been associated with many different purposes: modelling
inference patterns, associating probability measures with events or confidence
measures with propositions (neither of which is the same as modelling inference
patterns) , measuring class membership ("To what extent can we call a bacteriophage an
animal?"), and almost anything else which someone might want to measure using numbers
between zero and one. Each of these uses raises questions of appropriateness;
certainly I don't mean to take them all on here.

I am interested specifically in the use of non-monotonic logics to implement
inference in systems which are intended either to model some belief space or to
perform as expert systems with extended capacities that would include, for instance,
formulating descriptions of things they know about (including facts they learn),
explaining what makes some object or event unusual, and so on. The sorts of systems I
am talking about can receive new information, store representations of it, perform
inferences using new information, and report the results of all these operations in
some reasonable fashion. They also perform reasoning based on generalizations in
situations of incomplete information ("default reasoning"). At least in principle,
they can represent any information in their domains in which a human might be
interested, and can form propositions expressing that information (though of course
not necessarily the same sentences that a human agent would use). By "in principle" I
mean that while they may currently lack these abilities, the abilities are desirable,
and it is anticipated that they could be added to the system, although it might take
some research to find out exactly how.

Such systems could in principle use non-monotonic logic many different ways.
This paper deals with using non-monotonic logic as the basic inferential mechanism for
such systems. My claim is this: non-monotonic logics cannot support the capabilities
listed above. Moreover, this inability does not stem from any technical feature of
existing non-monotonic logics. Rather it results directly from non-monotonicity
itself when applied to default reasoning.

THE SHORTQOMINGS
1. Their identity. Suppose we start in out in situation S, with information

(including unqualified beliefs and generalizations) supporting but not strictly
entailing conclusion C. For instance, we know what birds are, and we know that Roger
is a 1living unplucked bird. This information supports the conclusion that Roger
flies, but we know this might fail. Now suppose that we learn something which
contradicts our previously supported conclusion. In our example, we might learn that
Roger is a kiwi. Call the new situation S*. According to non-monotonic logic, S
entails C, S does not entail not-C, S* entails not-C, and S* does not entail C. This
set of entailment relations provides a consistent basis for stating whether or not, to
the best of our current knowledge, Roger flies. But it is not a sufficient basis for
all of our relevant knowledge in either S or S*.

In situation S, a careful speaker would not say "Roger flies," but something like
"It is reasonable to suppose that Roger flies." This qualification would not be
placed on all conclusions about Roger: "Roger has feathers" is justified absolutely
by our beliefs in S. We may be mistaken that Roger is a live unplucked bird, but if
we are right about that, we must be right about his having feathers, since by the
biological definition of birds, they all without exception have a genetic disposition
to produce feathers.
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The relationship between our knowledge and the conclusion that Roger has feathers
is fundamentally different from the relationship between our knowledge and the
conclusion that Roger flies. Furthermore, people are frequently interested in this
kind of difference: questions like "Are you sure?" would not otherwise be so common.
There is an important distinction between expectations and knowledge. But
non-monotonic logic treats the relationship in both cases as entailment. Worse, it
produces exactly the same conclusion in situation S as it would in situation S**,
where we add the information that Roger is a mature parrot, uncrippled and in normal
health. But we know that Roger-the-parrot flies, whereas we only suspect that
Roger-the-bird flies. We already know in situation S that this uncertainty exists.
This is the first shortcoming of non-monotonic logic: it loses the distinction,
present in the "real 1life" situation, between justified beliefs and justified
assumptions. (For more on this distinction, see [Nutter 1982].)

In situation S*, more information is lost. When we learn that Roger is a Kiwi,
we don't just know that he doesn't fly. We know that (a) Roger is a bird; so (b)
there is reason to believe that Roger flies; but in fact (c) Roger is a kiwi, so (d)
he doesn't fly after all. Taken together, (b) and (d) contain substantial
information: they tell us that an expectation has failed. Non-monotonic logic forces
the difference between Jjustified belief and justified assumption into the logic, so
that "There is reason to suppose that Roger flies" becomes the same proposition as
"Roger flies"; thus viewed, (b) and (d) represent an out-and-out contradiction. To
maintain consistency, (b) must be rejected: as stated above, S* entails not-C ("Roger
does not fly") and does not entail C ("Roger flies" — in this system, the same as
"There is reason to suppose that Roger flies").

So in situation S*, non-monotonic logics can not support inferring "There is |
reason to suppose C, but not C". This is information in which a human might be V
interested. Notice tuat this problem arises explicitly from non-monotonicity. The
information lost in S* is precisely what is known in S. Unless that information is
lost, adding premises cannot cause conclusions to be rejected, and the logic is by
definition monotonic.

Hence we have two kinds of information which non-monotonic logics fail to
support. First, they lose the distinction at the propositional level between
knowledge and supposition. Associating a measure instead of a truth value with
propositions cannot do the work needed here, especially if the metric is taken as
measur ing probability or confidence: the probability that a single fair toss of an ©
unbiased coin will 1land heads is 0.5; and of that fact we are completely certain.
Knowledge of probabilities is itself knowledge which may be either justified by other
knowledge or only suggested. Furthermore, default generalizations are not statistical
[Nutter 1983]1. Second, because non-monotonic logics fail to support the distinction
between knowledge and supposition, they also fail to support reports of failed
expectations. I

———

2. Their importance: _identifying salience. Consider the following two ”

descriptions of birds.

(a) Felix is a bird who lives in North America. He is under four feet
tall, he flies, and he travels slowly on the ground.

(b) Oscar is a bird who lives in Africa. He is over four feet tall,
he can't fly, but he travels very rapidly on the ground.

Which of these birds do we know more about? Felix could be almost any North American
bird, except a road runner. Oscar is an ostrich, and couldn't be anything else. Yet
in both cases, I have simply given the continent they live on, their height (in vague
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terms) , whether they fly, and their speed on the ground. How do we come to have so
much more information about Oscar than about Felix?

When generalizations hold, they don't tell us much. But when they fail, their
failure conveys information. Oscar's height, flightlessness, and ground speed are all
unusual; together with his African origins, they pin down his species. (If he were
Australian, he'd be an emu.)

Salience has been called the key to a major natural language generation problem:
what and how much to say (see e.g. [Conklin and McDonald 1982]1). Most techniques for
determining salience depend on either marking particular properties for a class of

“objects or determining differences between a pair of objects (see the above, [McCoy
1982] and [McKeown 1982]). Neither of these techniques will let a system produce
paragraph (b) when asked to describe Oscar but produce only the first sentence of
paragraph (a) when asked to describe Felix. However, consider the following rule: if
X belongs to kind K, and members of kind K typically have property P but X does not,
that is interesting and should be reported. A representation and underlying logic
which distinguishes "There is reason to suppose that P" from "P" and allows deducing
"Not P, and there is reason to suppose that P" will support this rule for determining
salience. But the logic of such a system will be monotonic.

QONCLUSION

Non-monotonic logics have been motivated largely by the belief that reasoning
from default generalizations involves denying old conclusions on the basis of new
evidence consistent with all previous premises. I have argqued here that this belief
arises from failing to distinguish between guarded statements of the form "There is
reason to suppose that P" and statements of the form "P". Given this distinction,
"There is reason to suppose that P" and "not P" do not contradict one another, so on
learning the second we need not reject the first. Hence a monotonic logic providing
this distinction can deal with default reasoning. Furthermore, failing to distinguish
between these classes of statements causes information to be lost. In particular, two
specific gaps appear: (a) the system will not know and be able to report the
difference between those conclusions which its premises warrant without reservation
and those conclusions which its premises only suggest, and (b) because the system will
lose access to the reasonable assumptions when specific information overrides them, it
will be unable to detect and state that a reasonable expectation has failed.
Consequently, adopting non-monotonic logics may deny A.I, systems access to a simple
and useful rule for determining saliency.
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Tacit Theories of Economics
William J. Salter
Bolt Beranek and Newman Inc.

This paper presents results from work in progress on tacit theories of
macroeconomics., The research can be viewed in the context of work on mental models.
Virtually all of that research deals with domains where the laws of physics can be
applied, where there is a single correct answer with which subjects' data can be
compared, and where the underlying representation can be thought of in terms of
knowledge. In the domain of macroeconomics -- as in most domains with which people have
to deal in their lives, like voting, child-rearing, personal health, predicting and
understanding the behavior of other people -- there is no unitary body of truth, people
have beliefs and opinions as well as degrees of knowledge, and well-informed people may
differ. These are heterodox rule-relevant domains: there is agreement that they are
rule-governed, but disagreement about what the rules are.

The overall, long-term goals for this research project are to develop systematic,
objective ways to look at mental models or tacit theories; to increase understanding of
both the structure and the explanatory utility of such systems of knowledge and belief;
and to contribute to addressing the crisis in which the discipline of economics finds
itself, in large part as a result of unrealistic implicit psychological assumptions.

The research is still underway. In this paper, I focus on the tacit theory of one
subject, as a way to illustrate both the methodology and the nature of the claims I hope
to make. Data from other subjects will be considered primarily as a way of putting the
single subject in context.

Several major claims are made in this paper: a small set of economic concepts

-- called the "economic core"™ of a subject's conceptual network -- can be seen as
driving an individual's understanding of how the economy works; these cores have
coherent internal structures and, in effect, constitute tacit theories of

macroeconomics; across people, these cores correspond well with both folk theories and
crude versions of "real" theories of economics; these cores can be viewed as the
machinery for computing expectations, and thus may drive not only economic inferences
but perhaps some important economic behaviors as well.

The present research has four primary areas of concern:

1. Does the tacit theory of an individual remain relatively stable over the
short- to medium-term? If so, one can argue that the tacit theories may

reflect stable patterns of individual differences.

2. What is the internal consistency of an individual's tacit theory? I have not
yet fully developed the mathematics for looking at internal consistency.
Preliminary results are encouraging, and indicate high degrees of internal
consistency. This topic will not be addressed further in the present paper.

3. What is the content of tacit theories? Do they make any sense from the
vantage point of economics, or do people have idiosyncratic theories?

4, Are there stable patterns of individual differences in tacit theories? If the
answer 1is no, tacit theories become of limited use as explanatory and
predictive constructs, although they may still be quite interesting as objects
of psychological investigation.




There are also a number of second-order gquestions that could be of interest. For
example, consistency across time and internal consistency could be viewed as dependent
variables, and one could try to explain them based on demographic factors, political
beliefs, initial theory, and the 1like. Similarly, if there are stable patterns of
individual differences in tacit theories, one could look for variables that predict the
theory an individual holds.

METHOD

Subjects for this study were 24 residents of New Haven, Connecticut, randomly
selected from the telephone book. Although no claim can be made that this sample
provides for valid statistical generalizations to the population at large, the sample
was quite demographically diverse. Each subject was interviewed twice: first in person
for about an hour and a half; after four to eight weeks, by telephone, for 20 to 30
minutes. The heart of both interviews, and all that will be discussed here, was a
series of questions of the following form: "If interest rates go up, what do you think
would happen to inflation? Why?"

The typical answer was a "causoid" path containing two to four intervening links.
For example, a response might be: "Well, if interest rates go up, it costs the business
more to borrow, so they have to pass that cost on, so prices would rise and inflation
would go up."™ Note that there are equally plausible alternatives: "If interest rates
go up, people will have to pay more on their loans, so they wouldn't want to borrow as
much to buy things. And to get that money, then, businesses would have to charge less,
so inflation would go down."™ Most of the reasoning was causal in nature, but also
included diagnostic inferences (e.g., "Well, if interest rates went up, that would have
to be because the deficit was high, and a high deficit means a lot of government
spending, driving prices up and making inflation worse."), statements of correlation,
appeals to authority (e.g., "The Federal Reserve makes those interest rates go higher to
stop inflation, so I guess it would make it go down."), and occasional confusions about
where the reasoning was going or had come from. Each interview was tape-recorded,
transcribed, and coded.

For each subject, for each interview, a signed, directed graph was constructed,
consisting of, essentially, all of the subject's answers connected together. A typical
graph contains 35 nodes, of which 15 were provided by the experimenter in questions, and
about sixty links. Many concepts and links were mentioned more than once.

These graphs were transformed into matrices by setting a parameter of link strength
(in the data reported below this was .7) and by assuming that link strengths were
multiplicative along chains. The links between concepts were extremely simple: if a
change in A made B change in the same way, it was coded as a direct link from A to B,
and if a change in A made B change in the opposite direction, it was coded as an inverse
link from A to B. Each entry in these matrices thus represented the directed causal
coefficient from the row concept to the column concept. For example, there would be
three entries in the matrix for the following fragment of protocol: "If interest rates
go up, people would have to pay more on their loans, so they wouldn't borrow as much."
The matrix entries would be: INTEREST-RATES to COST-OF-BORROWING, +7; COST-OF-BORROWING
to CONSUMER-BORROWING, -7; and INTEREST-RATES to CONSUMER-BORROWING, -49. When there
was more than one entry for a cell, a formula was used to combine cell entries such that
they were asymptotic to +1 or -1.

The statistical methodology was rather complex, and no attempt will be made to
explain it in detail here. Other papers will treat that in some depth. The two primary
analytical approaches to the data both involved the use of principal components factor
analysis on each matrix. The first approach looked at only first principal component



for each matrix. Each first principal component is a vector of length equal tc¢ the
number of concepts used by the subject of interest. And each entry in that vector ic =
good measure of the aggregate causal importance of that concept in the subject's matrix.
Thus, concepts that appear early and often in causal chains will tend to have higher
loadings, as the values are called, on the first principal component. The second
technique looked at the four-dimensional structure embodied in the loadings on the first
four principal components. Loadings on second and subsequent principal compcnents
reflect clusters of causal importance; for example, two concepts that are both causally
important, but cause different effects, would not be distinguished on the first

principal component -- both would have high loadings -- but would be distinguished on
subsequent components. To oversimplify slightly, then, the values on the first

principal component reflect causal importance, while the values on the first four
principal components reflect causal structure.

To look at the extent to which causal importances between subjects (or for the same
subject, between initial interview and follow-up) were similar, the loadings of the
concepts on the first principal components were correlated. The higher the correlation,
the more similar the relative values of the loadings. And to look at similarity of
causal structures, the first four principal components from one interview were
canonically correlated with those from another interview. Canonical correlation allows
the two four-dimensional structures to rotate freely in order to maximize fit with each
other. Thus, the canonical correlation is a summary measure of the extent to which the
two causal structures are congruent.

Cn
RESULTS

Both modes of analysis are relevant to addressing the first question of interest,
the consistency of a subject's tacit theory over time. The most direct and constrained
way of looking at consistency over time is to correlate the concept loadings from a
subject's initial interview with those from the follow-up, four to eight weeks later.
For the first twelve subjects, these correlations ranged from .13 to .72. The lowest

correlation indicates virtually no consistency. This subject repeatedly protested
during the interview that she "knew nothing about economies," an on-line introspection
that is supported by the data. The next lowest correlation is .44. Seven of the

remaining ten are .60 or above.

In order to put these correlations in some context -- after all, it is not
immediately clear that a correlation of, say, .55 is high -~ the first principal
components of all 24 interviews for the first twelve subjects were correlated. of

interest here is the extent to which the correlations within-subject are higher than
those between-subjects, (Note that, if there are a relatively small number of
importantly different tacit theories across subjects, some between-subject correlations
should be quite high.) O0Of the 276 correlations, only 30 were .60 or above; of these 30
correlations, seven were within-subject. Nine of the 12 within-subject correlations
were in the top 15 percent of the total number of correlations. I take this to be
strong evidence that tacit theories are relatively stable psychological entities.

Note that concepts which a subject mentioned in one of his interviews but not in
another hurt the correlation, in that they have zero loadings when not mentioned and
non-zero loadings when mentioned.

The subject who will be discussed in detail was the first subject interviewed and
had a correlation between his interview and follow-up of .64. A very strict criterion
of semantic agreement was used to code responses. If this criterion is relaxed slightly
-- collapsing the terms "investment" and "capital expenditures," which seems amply
justified from the full protocols -- the correlation for this subject goes up to .76.



go down, more money becomes available for industry to borrow, borrowing increases,
capital expenditures go up, and productivity climbs, Note the absence of tax rates,
disposable income, the budget deficit, and consumer spending -- the key ideas in
Keynsian and neo-Keynsian economics. These do enter into the cores of other subjects.

FIGURE 1:

SUBJECT 1 CORE, DIRECTED CAUSAL COEFFICIENTS FROM INITIAL INTERVIEW

BUSINESS
BORROWING

PERSONAL

SAVINGS

RATE

The analyses of individual differences across subjects have not been completed. Based
on preliminary analyses, however, it appears that there will be a small set of three to
six of basic cores, with variations. These cores may well reflect stable patterns of
individual differences in causal structures in the economic domain.

DISCUSSION

Tacit theories, as operationalized in this research, appear to be legitimate and
interesting objects of investigation. Subjects seem to possess a high degree of
internal conceptual organization and coherence in the domain of macroeconomics, a domain
in which they are non-expert and in which, in fact, they may well disagree with each
other,

It may well be possible to view tacit theories, as characterized by the conceptual
cores, as miniature "expectation machines,™ which could then serve as proxies for the
endogenous measures of expectations in economic models based on rational expectations
theory. This might introduce stronger psychological foundations into the models, and
would also allow for a systematic treatment of individual differences, generally
considered noise in economics. Such applications await further research, but offer a
tantalizing promise of interdisciplinary collaboration.



Another way to look at the consistency from the initial interview to the follow-up
is to look at the canonical correlation of the four-dimensional structure of the first
four principal components from the interview with that from the follow-up. Canonical
correlation is a way to look at the similarity of the underlying causal structures,
while simple correlation of first principal components looks at similarity in the causal
importance of the set of concepts. For this subject, the first canonical correlation,
reduced for capitalization on chance, was .84. Thus, the two structures could be
rotated into a very high degree of congruence.

Note that canonical correlation does impose a considerable degree of constraint.
For example, the subject with the correlation of .13 on the first principal components
had an adjusted first canonical correlation, using the first four principal components,
of .24. This is statistically non-significant, and is converging evidence that, indeed,
she did not have a consistent model over time.

To look at the content of tacit theories, I define the notion of a conceptual core
of the tacit theory. The core contains those concepts with the highest loadings; thus,
they are causally most important. In terms of the analytic procedures employed, the
methods of core extraction imply that the cores are what the subject views as driving
the economy. If the subject were making economic policy, and used his or her tacit
theory to do it, the concepts in the core are those that the subject would attempt to
influence to affect the critical endogenous variables of inflation and unemployment.
The conceptual core can be computed on both the first principal components and on the

results of the canonical correlations. Table 1 summarizes the concepts with loadings
over .25 on the first principal components or the first canonical variate for the first
subject. (The loading on the first canonical variate is a summary measure of the causal
salience of each concept 1in the fit-maximizing rotation of the underlying four-
dimensional causal structure.) In this table, investment and capital expenditures are
collapsed, Note the extent to which the interview and follow-up show the same cores;
note also the degree to which the results of the first principal component analysis and
the canonical correlations agree.

TABLE 1:

LOADINGS OF CONCEPTS IN SUBJECT l's CORE

FIRST PRINCIPAL FIRST CANONICAL
COMPONENT VARIATE
CONCEPT INTERVIEW FOLLOW-UP INTERVIEW FOLLOW-UP

Available loan funds 33 - 32 .43 .30
Business borrowing .38 <27 .39 A
Capital expenditures 533 56 .27 .33
Interest rates -.47 = 32 -.58 =61
Personal savings rate .26 .26 .34 .20
Productivity .28 .36 X5 .08

In figure 1, the subject's core is presented as a directed graph; the numbers associated
with each arrow are the directed causal coefficients between concepts in the subject's
initial interview. (They are very similar for the follow-up, as the high correlations
require.) The data in this figure are a subset of the data input to the extraction of
principal components; thus, they are several statistical transformations prior to the
correlations of the first principal components and to the canonical correlations. They
provide another vantage point for looking at internal consistency and conceptual
coherence, of a more qualitative sort. One can ask, of this core, does it make economic
sense? It does; this core is very close to what orthodox supply-side theory (if this is
not an oxymoron) specifies. As the personal savings rate goes up, and as interest rates






Student Modeling as Strategy Learning
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1. Introduction

One of the major prerequisites for intelligent computer aided instiuction (ICAIl) is the ability to
construct a model of the student's knowledge. Some progress in this crea has been made through
carefully studying students’ behavior, and deriving common "bugs" or "inal-rules" that lead to errors.
Unfortunately, this approach requires that each new domain be analyzed in detail before an intelligent
tutor for that domain can be undertaken. More recently, researchers have attempted to develop
generative theories to explain the origin of such bugs. Such theories would help predict bugs in new
domains, and lay the foundation for more general ICA| systems.

However, recent Al learning research suggests an alternate approach to student modeling. In
this paper we describe SAGE. a system that learns search heuristics, and discuss its application to
constructing models of students’ behavior on mathematics problems. SAGE is stated as a production
system, and learns by determining the conditions under which various operators should be applied. In
modeling students’ strategies, the system instead determines the conditions under which students
apply these same operators, whether correctly or incorrectly.

2.Learning Search Heuristics

One of the central insights of Al is that intelligence involves search, and a corollary of this
insight is that learning often involves the acquisition of heuristics for directing search down profitable
paths. We have explored the process of learning search heuristics through SAGE, a program that
begins a task with weak, general methods, and that acquires domain-specific, powerful methods as a
function of experience. The system has been tested on a number of puz:zle-solving tasks such as the
Tower of Hanoi and Slide-Jump, as well on simple algebra problems (Langley, 1982).

SAGE is stated as an adaptive production system. In ather words. its procedures are cast as
condition-action rules, and it modifies its behavior by constructing new condition-action rules. The
system consists of two main components. The first of these contains very general rules for assigning
credit and generating new rules; this component is responsible for l2arning from mistakes. The
second companent is domain-specific, but always takes the form of rules for proposing moves
through some problem space. Initially, these rules contain only the legal conditions for making a
move. As a result, SAGE sometimes makes good moves and sometimes makes bad moves; in other
words, at the outset the system must search for a solution. However, as experience is gained, SAGE
generates more conservative versions of its move-proposing rules with additional conditions.
Eventually, the program arrives at a set of heuristics that propose only useful moves and that avoid
bad moves entirely; that is, SAGE learns to direct its search down desirable paths.

SAGE incorporates a number of methods for assigning credit to dzsirable moves and blame to
undesirable ones. These include techniques for noting loops, unnecessarily long paths, dead ends,
and illegal moves. However, in this paper we will focus only on the most general credit assignment
heuristic: learning from complete solution paths. This method is straightforward., SAGE employs its
initial move-proposing rules to search a problem space, eventually finding one or more optimal
solution paths. The system then retraces its steps, marking those moves lying on the paths as good
instances of the heuristics it is trying to learn. In addition, moves that lead one off the path are labeled
as bad instances, since they do not lead to a solution. As good and bad instances are identified, this



information is passed to SAGE's learning mechanism, which attempts to generate heuristics for
directing search.

SAGE learns through a process of discrimination. Given a bad instance for a move-proposing
rule, the system retrieves the last good instance of the same rule and searches for differences
between the two situations in which the rule was applied. SAGE finds all differences between these
two situations, and constructs a more conservative variant of the rule for each difference that it finds,
with the new conditions based on those differences. Since many differences may occur, and since
some of these may be spurious, SAGE does not automatically assume that all of these variants are
useful. Instead, it requires that a variant be relearned in a number of different contexts before it is
allowed to direct search. This is accomplished by associating a strength with each rule. These
strengths are initially low, but they are increased whenever a variant is relearned; once a variant’'s
strength exceeds that of its parent, the variant is applied whenever it matches. Of course, even
variants based on relevant differences may still be overly general and lead to further errors. In such
cases, the discrimination process is applied recursively and still more specific rules are constructed.
This process continues until SAGE can solve the problems it is given without search.

3. Modeling Subtraction Strategies

The application of SAGE to modeling students' strategies is straightforward. Given a student’s
answers to a set of problems and the legal operators for that domain, SAGE should be able to find
solution paths which give the same answers as did the student. From these solution paths it should
be able to determine the conditions under which that student applied the operators, using its .
discrimination learning algorithm. In other words, the program should be able to learn a strategy that
mimics the student's behavior, and the resulting set of rules would be equivalent to a model of that
student’s strategy.

We have performed initial tests of SAGE's student modeling capabilities in the subtraction
domain, drawing upon earlier analyses by Brown and Burton (1978), Brown and VanLehn (1980), and
Young and O'Shea (1981). These researchers have identified and modeled a variety of subtraction
errors, such as: (1) always borrowing, whether necessary or not; (2) borrowing when the top number
is larger, but not when it is smaller; (3) subtracting the smaller number from the larger, regardless of
pasition; and (4) pattern errors, such as 0 - N = 0and 0 - N = N. Our approach to modeling these
errors is most similar to that of Young and O'Shea, who explained many bugs in terms of missing
rules.

The application of SAGE to student modeling is best understood through an example. The
system is given an initial set of rules incorporating operators for a domain. Table 1 shows the system’s
initial rules for subtraction.! These include operators for finding the difference between two numbers
in a column, for decrementing a number by one, for adding ten to a number, and so forth. However,
the rules in which these operators occur contain only the most general conditions. When the system
is given a subtraction problem and a students’ answer to the same problem, it must search in order to
arrive at a similar answer. Once it has found a sclution path to the same answer, SAGE employs its
discrimination process to determine the conditions on various operators that will produce similar
behavior in the future.

For example, suppose the system is given the problem 34 - 21, along with the student's
(correct) answer of 13. Based on the solution path leading to this answer, SAGE would give the
difference-finding operator precedence over the decrement and add-ten operators (since they were

1We have chosen to paraphrase the rules in English for the sake of clarity. Each line in the table corresponds to a single

condition or action in the actual productions. Words in italics correspond o variables in the actual rules.



never applied). In addition, the system would note that the difference-finding operator was called
upon to find the difference between 4 and 1, but not the inverse difference between 1 and 4.
Comparing these two situations, the discrimination routine would find two differences. In the good
instance, 4 is larger than 1, while in the bad instance, 1 is not larger than 4. Similarly, in the good
instance, 4 is above 1, while in the bad instance, 1 is not above 4. Accordingly, SAGE would construct
two variants, one including a condition based on the larger relation, and the other containing a
condition based on the above relation.

Table 2. Initial production system for subtraction.

find-difference

If you are processing column,
and numberl is in column,
and number?2 is in column,

then find the difference between number1 and number2,
and write this difference as the result for column.

add-ten
If you are processingcolumn,
and numberl is in column,
and number?2 is in column,
and number1 is above number2,
then add ten to numbert.

decrement

If you are processing column,
and column2 is left of column,
and number3 is in column2,
and number3 is above number4,

then decrement number3 by 1.

shift-column
If you are processing column,
and you have a result for column,
and column?2 is left of column,
then process column2.

At this point. one can infer that the student employs at least one of these conditions in deciding
when to apply the difference-finding operator, but we cannaot tell which of the conditions (or both) is
used. However, suppose we next examine a problem in which borrowing is required, such as 43 - 25.
If the student gives the correct answer of 18, then SAGE would infer (after finding a solution path and
discriminating) that the student’s differencing rule contains both of the above conditions. However, if
the student gives the answer 22 instead, then the variant including the Jarger relation would be
retained in favor of the variant including the above relation. The resulling model would always
subtract the larger number from the smaller regardless of position, and would explain the student's
failure to borrow in terms of the missing above condition. We have described only a small part of the
model-building process, since the conditions on other operators must also be determined; however,
this example should give the reader an idea of the basic approach.



4. Directions for Future Research

Although SAGE has been tested in a number of domains as a strategy learning system, our
application of the program to student modeling is still in its initial stages. The most obvious priority is
to test the system mare fully in the subtraction domain. After our analysis of subtraction errors has
progressed, we plan to test SAGE in the domains of algebra and symbolic integration. Like
subtraction, these areas are mainly procedural, but they are sufficiently different to provide an
interesting test of the system’'s generality. Finally, we hope to provide SAGE with the ability to
generate diagnostic problems. Given a set of competing hypotheses as to why an error has occurred,
the system would then be able to design critical experiments to determine which hypothesis best
explained the student's behavior. Together with SAGE's techniques fcr discovering the appropriate
conditions on operators, this method should lead to a general and rcbust system for constructing
models of students’ mathematics strategies. In conclusion, though our research is still in the initial
stages, we are confident that it will lead to insights about the nature of student modeling, the nature of
strategy learning, and the relation between them.
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Section 1: Introduction

It has often been proposed that, in the brain, associations between information items take
the form of suitable settings for synaptic weights [e.g. Anderson and Mozer (1981), Anderson
et al (1977), Fahlman (1979, 1981), Feldman (1981), Feldman and Ballard (1982), Goddard
(1980), Hebb (1949), Hinton (1981), Kohonen et al (1981), Wickelgren (1979)]. An informa-
tion item is implemented as a potential or actual pattern of neural activity in some particular
set of neurons. An association from item I to item Jis implemented as the existence of suit-
able synaptic weights on neural paths from the neuron set for I to that for J such that the
active presence of the [ pattern tends to cause the J pattern to appear. The patterns are
anchored, in the sense that the identity of the particular neurons whose activity constitutes a
pattern is crucial. In what I shall call the dedication approach [Feldman (1981), Feldman and
Ballard (1982), Fahlman (1979, 1981), Goddard (1980), Hebb (1949), Wickelgren (1979)], all
or many of the neurons in the neuron set for an information item are individually dedicated
to that item, in that they do not appear in the neuron sets for other items. (The dedicated
neurons are often called ““grandmother”, “‘pontifical'’ or ‘‘cardinal’’ cells.) In what I shall call
the sharing approach [Anderson and Mozer (1981), Anderson et al (1977), Hinton (1981),
Kohonen et al (1981)], individual neurons in the set generally belong to the sets for many
other items as well.

We shall look at various problems facing currently proposed schemes which encode asso-
ciation by means of synaptic weight values, when they try to account for rapid, complez
information-processing such as is involved in understanding and producing natural-language or
acting in the world. Some of the schemes do address certain specialized types of short-term
processing, but as far as | am aware they do not deal in any general way with the problems to
be discussed. We have space here for no more than a brief look at the problems. A more
detailed paper on the subject is in preparation.

Section 2: Some Problems for Synaptic-Weight Schemes

We adopt the working hypothesis that we must show how the neural mass could act as
an implementation of semantic network processing of the sort typically postulated in Al and
cognitive psychology. We shall assume networks in which relationships as well as non-
relational items are coded as nodes, the links being left for restricted ‘‘syntactic’’ uses such as
linking a relationship node to the nodes for the partakers in the relationship. We take the
nodes to be implemented as neural activity patterns, and we take the links to be implemented
as individual associations encoded as synaptic weight settings., These assumptions are in rea-
sonable accord with the approaches taken in Fahlman (1979, 1981), Feldman (1981), Feldman
and Ballard (1982), Hebb (1949), Hinton (1981), Kohonen et al (1981), and Wickelgren
(1979). The problems on which we focus are association (link) deletion and node marking.



Network Alteration and Traversal

If semantic network manipulations occur in short-term cognition, presumably they
include the traversal of networks and the modification of networks (whether by a change of
graph structure or by replacement of one node by another). Such an alteration presumably
involves replacement of the piece of net to be altered by a new piece of net which is linked in
properly either (a) to the rest of the net as it is or (b) to a copy of the rest of the net. The
replaced piece in case (a), or all of the old net in case (b), must somehow be put out of play,
whether by being marked, inhibited in some way, or isolated by having associations leading
into it deleted. Explicit deletion of an association (link) has received little attention in work on
synaptic-weight schemes, and it raises difficulties. Presumably the neural substrate must be put
into something like the condition it would have been in had the association not been present.
This is no great problem in a dedication scheme, because the synaptic weights defining the asso-
ciation can be reduced to some small value. In a sharing scheme, however, the synaptic
weights are important also to other associations, so the particular state they are left in depends
crucially on what those associations are. The trouble is that, unless the whole network is
somehow traversed or rebuilt, the deletion operation has no guidance as to what those associa-
tions are. Similar comments apply to the idea of “‘inhibiting'' a piece of net. By this | mean
leaving the structure essentially intact but switching on some special agency which stops the
nodes in question from being activated, and/or which stops the associations from being used.
The problems in the remaining alternative, marking, receive attention below.

To turn to traversal of networks, it is standard for traversal algorithms implemented on
computers to use a marking scheme to ensure that parts of the structure are not traversed
more than once. A form of marking would for the same reason be needed in a neural imple-
mentation of traversal. To avoid marking we could suggest a random-walk process, which may
well duplicate parts of the traversal. This would appear to be a rather error-prone and/or
time-consuming technique, and its adoption in a neural model would require convincing argu-
mentation.

Marking

Fahlman's (1979, 1981) dedication scheme makes heavy use of marking to eflect certain
tvpes of inference and structure matching. Hinton (1981) uses a marking scheme for structure
matching which is more sophisticated but similar in spirit. Marking can be used to get the
eflect of pointers. If we have some way of activating nodes which are marked in a specific way,
then we get the effect of following a pointer.

How is a node marked? We note first that we should be able to provide marking of
several different types, and that nodes must be able to be unmarked as well as marked. The
first suggestion is that the nature of the potential firing of the individual neurons in the node’s
neuron-set i1s changed. For instance, the firing trains of a neuron could have several distinet
possible patterns, corresponding to different types of marking. The objection to this is that it
involves a major change in the philosophy of synaptic-weight schemes, where it is usually
assumed that neurons can be more or less active (e.g. can fire at higher or lower [requency) to
indicate the ‘“‘confidence' with which the node 1s present. but cannot be active in symbolically
distinct ways. Once the door is opened to distinguishing between modes of firing for symbolic
purposes, the question arises of whether significant symbolic information of more general sorts
should not be encodable in firing patterns. Also, in a sharing scheme, a neuron contributes to
several nodes, some of which may be marked and some not.

A second suggestion is that the node to be ““marked’’ is replaced temporarily by a new
node which acts as a marked version of the original node. But here we are appealing to an
operation of structure alteration as discussed above. As we saw, the replaced node must be put
out of play. In a sharing scheme, it seems that the most viable alternative is to put it out of
play by marking it! We therefore have a vicious circle. In a dedication scheme, the replaced



node could be inhibited or isolated, but this is a cumbersome process if done merely for the
purpose of marking, especially when we consider the possible need for later unmarking of the
node.

A third possibility is to have a special node which acts as an explicit mark and is put into
association with the node to be marked. Even in the dedication scheme this is an over-
elaborate proposal. At one extreme, we have the possibility that there is just one special node,
so that all the reural sets implementing nodes which might ever need to be marked have to be
connected by 2 neural path to this special mark node. At the other extreme, we could have a
distinct special mark node for every distinct non-mark node. At either extreme, or anywhere in
between, a large amount of ‘hardware’ is set aside just for marking purposes. A sharing
scheme faces analogous difficulties, but also faces a particular difficulty in unmarking: the
mark, or at least its association to the marked node, must be put out of play, but in the present
case we do not want to mark a mark! We might get round this problem by stipulating that the
neurons used in the mark node cannot be used for anything except marking, i.e. that they are
dedicated to marking; perhaps then the association between mark node and marked node can be
easily broken (in view of our comment above that deletion of an association does not appear to
be a problem in a dedication scheme). The methodological objection to this is that we are
diluting the purity of the philosophy of sharing schemes by letting in dedication in restricted
cases for ad hoc reasons.

The last suggestion we make is that extra neurons are somehow included temporarily in
the neuron set for the node. We could suppose that each dedicated neuron set has several sub-
sets of special neurons, one subset per marking type. A node is considered to be marked if and
only if the appropriate subset of neurons is activated when the main neurons for the node are
activated. However, this marking technique is rather ad hoc, since it requires the idea of mark-
ing to be built into the very hardware of the system, and we begin to wonder why we should
not allow specialized neuron sets to hold symbolic structures more complicated than marks.
The sharing schemes face a further difficulty. It is not at all clear how the process of unmark-
ing would work unless the special mark neurons for a node are distinct from the neurons used
by any other node; but then we have a restricted form of dedication much as in the third pro-
posal.

A general observation about all the above marking proposals is that they treat marks as
data items which need special mechanisms for their implementation or use. This contrasts
with marking in computers, where an algorithm may use data items in such a way that we call
them marks, but where those data items require no special mechanisms for their implementa-
tion or use.

Section 3: An Alternative

It is of interest that an alternative which avoids the problems of Section 2 can be pro-
vided. We shall continue to assume that the issue is the implementation of semantic networks
and their manipulation in the course of short-term information-processing. We suppose still
that nodes are implemented as patterns of neural activity. However, our patterns are substan-
tially unanchored with respect to neural location: their precise positions in the neural mass are
irrelevant. To make sense of this, we suppose that the neural areas in which the patterns reside
are regular in structure. In fact, we make the tentative, simplifying assumption that the areas
are physically structured as arrays (typically of dimension two). We call each such area a pat-
tern matriz (PM). A PM is an array of neural circuits called PM elements. Each PM element
can be active in any one of a certain number (say a dozen or two) modes, any combination of
modes being allowed. Short-term information structures are patterns of PM activity over the
PMs. The pattern in a PM is generally composed of well-defined subpatterns, some of which
play the role of network nodes. The precise position of a subpattern is unimportant, although
its position relative to other subpatterns may be crucial, as we shall see in a moment,



A distinctive feature of our scheme is the way in which subpatterns can be in association
so as to form structures. The association does not take the form of transmission-facilitated
neural paths. Instead, association is by adjacency and similanty. Adjacency association is simi-
lar to the association of data items in a computer by virtue of their being in adjacent locations.
So, two subpatterns in a PM which are adjacent to each other may be taken to be associated.
(As a special case, one of the subpatterns may be like a closed boundary and contain the other
subpattern.) Similarity association is akin to content addressing in computers. There is a
mechanism attached to PMs such that the presence of a subpattern in a PM can cause
sufficiently similar subpatterns in this and other PMs to be be ‘'highlighted"' by high activity in
some mode (whose identity is passed to the mechanism as a parameter). Subpatterns which are
thus associated by similarity can be placed adjacent to other subpatterns (e.g. nodes) which they
can be considered to '‘label''. The labelled subpatterns can thereby be regarded as being
indirectly associated by a combination of adjacency and similarity association, A further form
of association is derived from adjacency association: two subpatterns in difflerent parts of a PM
can be joined by a line-like supattern (whose ends are adjacent to the first two subpatterns).
Such line-like subpatterns are analogous to the link lines in a diagram of a semantic network.
They are also analogous to the neural paths in synaptic-weight schemes, but instead of a facili-
tated transmission path there is a path of activated neural networks (PM elements).

We suppose that connected to the PMs there is a neural mechanism embodying a produc-
tion system. The condition part of a rule responds to the presence of fairly simple combina-
tions of primitive subpatterns. The primitive subpatterns in the case of network-like patterns
would be subpatterns acting as nodes, links and labels (or perhaps components of labels). The
action part of a rule is able to insert subpatterns, delete subpatterns, copy subpatterns, move
subpatterns around in PMs, [ollow link-like subpatterns, highlight subpatterns, invoke the
pattern-similarity association mechanism and communicate with mechanisms outside the PM
production system. The set of rules does not change in the short term. We envisage the rules
to be implemented as neural networks attached to the PMs, and the triggering of rules to occur
by just the sort of neural associative techniques as are proposed in synaptic weight schemes.
Also, patterns in PMs could associate to long-term structures by such mechanisms. It should
be noted that subpatterns in PMs are not themselves the full embodiments of concepts or other
entities; rather they are merely symbols for or ‘‘ambassadors’’ of those entities.

In our scheme all information in a semantic network, including association, is encoded as
activity patterns. This provides greater uniformity and elegance than is present in synaptic-
weight schemes, in which there are two competely different embodiments of information:
(potential) patterns of activity and synaptic weights. At the same time, by being relatively close
to the way computers work (if we take adjacency, similarity and line-linking to correspond to
locational adjacency, content addressing and direct addressing in computers) our proposal has
the advantage that techniques developed for information-processing in computers can relatively
easily and plausibly be supposed to occur in the brain. For instance, nodes and links can be
labelled and marked very simply and naturally, either by highlighting them or by placing label
subpatterns next to them. No special extra mechanisms need be postulated, and our deeming a
particular feature of a PM pattern to be a mark is merely a result of the way particular rules use
the feature (cf. the comments on marking in computers at the end of Section 2). Subpatterns
which are associated by adjacency, line-linking or label-similarity can be altered without
affecting their inter-association, because the patterns embodying the associations are indepen-
dent of the patterns associated. Associations can easily be deleted, whether by moving subpat-
terns so that they are no longer adjacent or by removing labels or line links. (Such removal is
performed by suppressing the activity in the PM elements concerned.) Therefore, the problems
of deletion and marking that we noted in Section 2 do not arise for our scheme, so that opera-
tions such as traversal no longer present special difficulties.

There is no space here to present the scheme in more detail. One version of the scheme
is reported in Barnden (1982a, 1982b). Barnden (1982b) goes into considerable detail concern-
ing the possible operation of the production system in manipulating network-like patterns in
PMs. The scheme appears to be no less well supported by known facts about the brain than are



the synaptic-weight schemes — indeed, by virtue of its foundation on arrays of neural nets it
fits in more naturally with the regular and ubiquitous columnar organization of cortex [Mount-
castle (1978)] than those schemes do.
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PAINS AND STRONG COGNITIVISM

Strong Cognitivism in psychology and philosophy is roughly the position that all
and only cognitive states and processes (propositional attitudes) are psychological.
In philosophy, Strong Cognitivism is an essential feature of the regnant philosophy
of mind, Computer Functionalism (Dennett, 1978). The exact characterization of a
cognitive state or process is a matter of controversy (Dretske, 1981). But the
issue does not have to be settled here. Suffice it to say, beliefs and desires are
paradigm cognitive states; pains -- where 'pains' is understood to refer to immediate
felt qualities which are independent of any propositional content or representational
role —— are paradigm noncognitive states.

It is sometimes said (e.g., Block, 1978) that pains are a threat to Computer
Functionalism; that they are noncognitive and hence incompatible with Strong
Cognitivism.

But the conclusion that pains are incompatible with Strong Cognitivism, when
drawn from the premiss that pains are noncognitive is a nonsequitur. Pains are
incompatible with Strong Cognitivism only if they are also psychological. If
pains are not psychological == if having a pain is not being in a psychological
state -- then that pains are noncognitive does not threaten Strong Cognitivism or
Computer Functionalism. To bring this out, compare noticing a pain with seeing a
tree. Strong Cognitivism is not required to account for trees. It may need to
account for tree-perception. But it doesn't need to explain what a tree is. That
is the business of some nonpsychology, because trees are nonpsychological sorts of
things.

Now if the same point is true of pain, which is to say, if pains are not

psychological, then Strong Cognitivism -- and Computer Functionalism -- does not



have to account for pain. It may need to explain some of the causes and effects of
pain, such as, e.g., the desire to be free of pain. But it does not have to
characterize what pain is. That is not the business of psychology.

We wish to argue that pain is not psychological. In fact, we believe that
pain is self-evidently nonpsychological. To bring this out, consider the
phenomenology of pain. When people are in pain it is always some part of the body
that "hurts". People speak of feeling or noticing pains in necks, toes, heads,
and so forth. '"There is a burning sensation in my lower back." 'My throat is sore!"
"I have a prickly feeling behind my left knee." Further, pain is often spoken of as
moving or spreading from one bodily location to another. "The pain starts in my hip
and radiates down the side of my leg." A natural or manifest interpretation of such
locutions is that pain occurs in the body, not in the "mind." Those who deny that
the throbbing pain I feel in my big toe is actually in my toe deny that things are as
they evidently appear. They say, "You do not have a pain in your toe. You have a
toe=pain. What you call 'a pain in your toe' is actually a state of mind." However
it should be noted that this sort of response is unnatural, and arrived at only by
reflection. Unaided, or unprejudiced, by ideologies people are inclined to say that
pains are in their bodies and not in their "minds'". Why say otherwise?

One hurdle to the thesis that pains are not psychological is the phenomenon of
phantom limb pain; the idea being that phantom limb pains show that people can be

mlstakae about where pains are and that thus the phenomenology of pain should not be
A trusted. Pains are 16hﬁfnds, not bodies.
v
To infer from phantom limb pains that pains are in minds rather than bodies is
to accuse victims of phantom limb pain not merely of error but gross error. It is to
say that they are mistaken not only in thinking of pain as in their limbs, but in

thinking of pain as in their bodies. It would be more reasonable, we believe, to

accuse victims of phantom limb pain of mere error; of thinking of pain as in a certain



ofic

place in their body (the absent limb) when in fact iﬁ’is in another plgce in their
body, and not in their '"mind". As such, the lessaqfof phantom limb paiﬁg is not that

\
pains are psychological, It is that people can hégily mislocate their p%ins.

Consider the following analogy. Boaters sometimes report that oars’are bent
when submerged in water. To infer from such illusions that the ocars are not only not
bent but not in water is to accuse the boaters of gross error. In contrast, to infer
only that the oars are not bent is to accuse the boaters of mere error. Which
hypothesis is more reasonable? The hypothesis of mere error, of course: the oars
though in water are not bent. By analogy: the pain though in the body is not in the
phantom limb.

Another hurdle is the privacy of pain: the idea being that pain is private and
that whatever is thus private is psychological.

We contend that pain is not private; that some of the psychological states
associated with pain might be private, but that pain itself is not a private sort of
thing. As an immediate felt quality, pain is a universal, capable of multiple
instantiations or instances. 1 can know how your pain feels, because I may have
had the same feeling, the same pain, yesterday. And again, even if certain
psychological states associated with pain are private, this would not make pain
private. Suppose I am thinking of Moscow. My thought might be private; but Moscow
is not. Analogously, suppose I perceive a sharp, stabbing pain in my left knee. My
perception might be private; but the pain is not.

We don't deny that certain psychological states associated with pain are or can
be private. We don't deny that the issue of the privacy of pain is complicated by
the possible privacy of the states associated with pain. We simply deny that pain is
private; and thus that pain is psychological because it is private.

The final hurdle to the thesis that pain is not psychological is the notion that

pain is cognitive state-dependent; that someone cannot be in pain without, e.g.,



believing it. This fact -- the cognitive state-dependency of pain -- is often
thought to make pain psychological. But it doesn't. Coins, e.g., are cognitive
state-dependent but not psychological. Something isn't a coin unless, e.g.,
people believe that it is legal tender. And it is of course possible to deepen
the analogy between pains and coins if we assume that pains are bodily: standing
in relation to a cognitive state (e.g., the belief that it is legal tender) may be
necessary for a certain piece of metal to be a coin, just as standing in relation
to a cognitive state (e.g., the desire to be free of it) may be necessary for a
certain bodily state to be a pain. About the only thing that cognitive state
dependence proves is that pains are had only by creatures with cognitive states,
and this isn't enough to show that pains are psychological.

One last point. Some anti-functionalists believe that Strong Cognitivism can
be trumped by imagining a creature fully endowed with cognitive states (including
such states as the belief that his toe hurts, etc.) but absent pain. What this is
supposed to prove -— philosophers will recognize the point as the Absent Qualia
Objection to functionalism -- is that pain is not a cognitive state and that
functionalism is therefore incomplete as an account of the psychological. But
what this means to us is that advocates of the Objection are guilty of a logical
error. If it's possible for a fully endowed cognizer to be absent pain, why should
this show that functionalism is defeated. It needs to be shown in addition that
pain is psychological. And it's not. The metaphysical commitments of Strong ﬁﬁg?l
Cognitivism -- as well as of Computer Functionalism -- are not threatened by pain. ‘

Nor is the issue simply one of metaphysics. Tons of research monies have been
spent in the search for a psychological conception of pain. Cognitive science is
party to this practice. It is of course possible that cognitive science will tell

us a lot about certain causes and effects of pain. On the other hand, if we are

right that pain is not psychological, the project of a psychological characterization



of pain is doomed to failure.

NOTE
The single authorial voice is sometimes used as a stylistic device in this
paper, and does not reflect anything substantive about its composition; neither does

the order of authorship, which is simply alphabetical.
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ABSTRACT

Making a perceptual interpretation can be viewed as a
computational process in which a plausible combination is
chosen from among a large set of interdependent
hypotheses. In a cooperative computation the hypotheses
are implemented by units that interact non-linearly and in
paralle] via excitetory and inhibitory links (Julesz, 1971;
Marr & Poggio, 1976; Scjnowski, 1976). A particular
perceptual Lask is specified by external inputs to some of the
units and the whole system must then discover a stable state
of activity in which the active units represent the hypotheses
that are tzaken as true. We describe a search procedure based
on statistical mechanics that finds near optimal combinations
of hypotheses with high probability, and we show that the
hardware units required for its efficient implementation are
similar to ncurons. Even though the individual units are
non-lincar, there is a linear relationship between the synaptic
weights and the logarithmis of the probabilitics of global
states into which the system settles. This niakes it possible to
implement a convergent learning procedure which specifies
just how the synantic weights nced to be changed in order to
learn the constraints in a given domain.

Introduction

Consider the preblem of making a 3-D interpretation of a
2-D line drawing. Each line in the picture, considered in
isolation, could depict any one of a large set of 3-D edges.
People resolve this local ambiquity by using assumptions
aboul the ways in which edges go together in the 3-D world,
These assumptions make some combinations of edges far
more plausible than others. There are two roughly separable
problems in understanding the use of assumplions in
perception. The first is to specify clearly what the
assumptions are, and the second is to find a search procedure
that can discover interpretations which optimally fit the
input data and the assumpticns, even when some of the
assumpltions conflict with one another (Attneave 1982). Our
concern here is with the second problem: How can we
discover interpretlations that optimally fit a large set of
plausible assumptions?

Terrence J. Sejnowski
Biophysics Department
The Johns Hopkins University

Auneave (1982) and others (Hinton 1977) have proposed
cooperative models in which neuron-like hardware units
represent particular 3-D  edges and the rules are
implemented by excitatory and inhibitory interactions
between these units. Each line in the drawing provides input
to the whole set of 3-D edges which are consistent with it,
and under the influence of this input the whole system
settles into a stable state of activity which represents the
interpretation. It is not obvious that such a search process
can be made to work. The apparent difficulty of analyzing
the bechaviour of cross-coupled, non-linear systems makes it
lempting to belicve that the only way to make progress is
through computer simulation. In this paper we attempt to
show that mathematical analysis is possible and illuminating,

Most of the existing proposals for cooperative search
mechanisms assume that there are real-valued activity levels
which change smoothly during the search (Rosenfeld,
Huminel & Zucker, 1976). These activity levels are often
associated with the firing rates of neurons, and they are
normally used to represent the value of a physical parameter
such as slope in depth, or the current probability that a
hypothesis is correct. The method we shall describe uses a
very different representation, The units that stand for
hypotheses only have two states, true and false. However, the
decision rule which determines which state they enter is
probabilistic, so they can change their state even if they are
receiving constant input. The use of a probabilistic decision
rule makes the cooperative search easier (o analyze than with
a deterministic rule because it makes it possible to apply
methods from statistical mechanics.  Instead of being a
drawback, the non-determinism has the advantage of
allowing the system to escape from sub-optimal states. We
start by describing a system in which there is a deterministic
decision rule that is applied at random moments and then we
generalize this case to a non-delerministic rule.

Cooperative search with
deterministic binary units

Hopfield (1982) postulates a system with a large number of
binary units. The units are reciprocally connected, with the



strength of the connection being the same in both directions.
Given the current inpuls from outside (he system, any
particular state of the system has an associated "energy"” and
the whale system behaves in such a way as to minimize its.
energy. The energy of a stale can be interpreted as the extent
to which it violates a set of plausible constraints, so in
minimizing its energy it 1s maximizing the extent to which it
satisfies the constraints.

The total encrgy of the system is defined as
> T IR M
i i

where 7; is the external input o the @ unit, wy; is the
strength of connection (synaptic weight) from the fd' to the
" unit, 5, is a boolean truth value (0 or 1), and 0, is a
threshold.

A simple algorithm for finding a combination of truth values
that is a Jocal minimum is to swilch each hypothesis into
whichever of its lwo states yields the lower total energy given
the current states of the other hypotheses. If hardware units
make their decisions asynchronously, and if transmission
times are negligible, then the system always settles into a
local erergy minimum. Because the connections are
symmetrical, the difference between the energy of the whole
system with the k™ hypothesis false and its energy with the
k'™ hypothesis truc can be determined locally by the k™ unit
(Hopficld, 1982), and is just

AEg= Z(kaffHle—gk )

Therefore, the rule for minimizing the energy contributed by
a unit is to adopt the true state if its total input exceeds its
threshold, which is the familiar rule for binary threshold
units (Minsky & Papert, 1968).

Using probabilistic decisions to
escape from local minima

The deterministic algorithm suffers from the standard
weakness of gradient descent methods: It gets stuck at local
minima that are not globally optimal. This is an inevitable
consequence of only allowing jumps to states of lower
energy. If, however, jumps to higher energy states
occasionally occur, it is possible to break out of local
minima. An algorithm with this nroperty wes introduced by
Metropolis et. al (1953) o study average properties of

thermodynamic systems (Binder, 1978) and has recently
been applied to problems of constraint satisfaction
(Kirkpatrick, Gelatt & Vecci, in press). We adopt a form of
the Metropolis algorithm that is suitable for parallcl
computation: If the energy gap between the true and false
states of the k™" unit is AEj then regardless of the previous
state set 53 =1 with probability

1

g o= 3
Qa _|_e'ﬁ|'a;‘/?) ( )

Pk

where T is a parameter which acts like lemperature (see fig.
1). This parallel algorithm ensures that in thermal
cquilibrium the relative probability of two global states is
determined solely by their cnergy difference, and follows a
Boltzmann distribution.

£1_=e-(Ea-Eﬁ)fT (4)
Pp

At low temperatures there is a strong bias in favor of states
with low encrgy, but the time required to reach equilibrium
may be long. At higher temperatures the bias is not so
favorable but equilibrium is reached faster.
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Figure 1

Probability p(AE) that a unit is in its "true" state as a
function of its energy gap AE plotted for T=1 (Eq. 3).
As the temperature is lowered to zero the sigmoid
approachcs a step function.



Reducing the time to reach
equilibrium

One technique that can be used to reach a good equilibrium
distribution quickly is to start at a high temperature and then
1o cool down (Kirkpatrick er. al, in press). This type of
search by "simulated annealing™ initially finds a large-scale
minimum but fluctuates around it because of the high
temperature.  As the temperature is reduced, a good
minimum will be found within the large-scale minimum, and
so on. In gencral, it is impossible lo guarantee that a global
minimum will be found, but a nearly global minimum can
be found with high probability.

We are investigating an additional technique which we shall
only mention here. Energy bamiers are what prevent a
system from reaching equilibrium rapidly at low
temperature, and if they can be temporarily suppressed,
cquilibrium can be achieved rapidly at a temperature at
which the distribution strongly favors the lower minima. The
energy barriers cannot be permanently removed, because
they correspond to states that violatc the constraints, and the
energies of these states must be kept high to prevent the
system from settling into them. However, for special cases it
is possible o design units which are aclive during the search
process bul are quiescent in the final state. When one of
these special units is active it lowers the energy of a state that
would have been an energy barrier between two local
minima. The spccial units are a way of implementing
heuristic knowledge about how 1o search the space. They
have no effect on the energies of final states, and in this
respect they are like catalysts. '

Learning

So far, we have ussumed that the interactions between the
units implement the correct constraints, and we have
focussed on Lhe scarch problem. However, in a system where
the weights represent many plausible assumptions that
interact, it is not obvious how lo choose the weights to
produce the desired behavior. We will show that, as a
consequence of the probabilistic decision rule, it is possible
for a cooperative module Lo internalize the constraints in any
domain simply by being lold whether the solutions it settles
into are right or wrong. When the module settles to the
wrong solution, it modifies the weights so as o raise the
energy of that state and thus make it less likely to be found
in future. Similarly, good solutions that are not found often
enough have their energies lowered when they are found.
This simple procedure is effective because of the linear
relationship between the synaplic weights and the logs of

probabilities of whole states at thermal equilibrium. If we
temporarily ignore the thresholds and the external inputs to
the units and assume a temperature of 1, we have:

P,
=> wihf 5)
-

where

a a a
hvﬁ =5 SJ' —'5{3553

and s is the state of the fm unit in the arh global state.

To explain the learning procedure, we invent a hypothetical
ideal system which settles into global states with exactly the
probabilities required. We then show that if the actual
system is told whether its current probabilities for particular
states are Loo high or too low, it can modify its weights so
that they more closely resemble the weights in  the
hypothetical ideal system.

Suppose that under the influence of a constant external
input vector, the actual system settes into two different
states, S,,Sp with probabilily ratio Po/Pg. Suppose that
the probability ratio demanded by the evaluation function
(and achicved by the ideal system) is P’,/P’g which is
higher. The actual system can increase its probability ratio by
increasing the energy difference, Eﬁ —E,. This can be done
by adding 8 (o each weight belween a pair of aclive units in
S, and subtracting § from each weight between a pair of
active unils in S‘G‘ The net change in a weight is then 8.A ﬁﬁ
. We now prove that, provided § is sufficiently small, each
application of this learning procedure is guarantced to
reduce the Euclidean distance, D, between the current set of
weights, wy;, and the ideal cnes, w’;;. Assume that the actual
and ideal systems have the same ecxternal inputs and
thresholds, and that T = 1. If the error, , in the probability
ratio achieved by the actual system is

P! P
FZIJI(-};;Q‘—)—‘IH(?;G"—)

then from equations 4 and 5, we have;

r=—(E'y=E'g)+ (Eq—Ep)
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Before applying the learning rule we have

D 1bf'fr:w_' = Z (Wy'_‘ W’[;)z
]

and afterwards

Df)ﬁr_‘r = Z (Wjj“’ 8.h ;ﬂ = wa‘b‘)l

U

= Di‘JPfore -8 Z (2h 3)8 W’g—zhgﬁ W= S(h Eﬁ )
7

= Defore =82r=8 Y_ (1))
y
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So the distance is reduced iff § <2r/n

where n'--Z(hg,’a )} = the number of weights that are
changed. ¥

Having a simple convergent learning procedure for a non-
linear system is important because it allows the synaptic
weights that implement the energy function to be
determined by feedback from the correciness of the
interpretation that the system setdes into. Thus the
constraints implicit in the task can be programmed into the
system simply by telling it how well it is doing.

The learning procedure assumes that the system rcceives
feedback from an evaluator that tells it whether the current
value of In(P /P ) is greater or less than the ideal value
!;:(I"'GIP’ ). This places a very stringent requircment on
the evaluator since it must know about the desired
probabilities of whole global states like Sc. To build these
desired probabilitics into the evaluator, the representations
that the system should use must be decided in advance. A
less omniscient evaluator would only know whut some of the
units should do for each input vector and would leave the
system 1o decide for itself how to use the remaining,
"hidden" units to achieve this. Suppose, for example, that
there is a set of global states Qa which only differ from one

another in the hidden units that the evaluator cannot see.
The evalualor specifies required probabilities of the form:

Prﬂa: Z Py

acll,
but it does not specify how the total probability should be
distributed over the various states in Qa. The different ways
of distributing the probability correspond to using different
representations in the hidden units,

If there are units that are hidden from the evaluator, it is
impossible to define a single hypothetical ideal set of
weights. There may be many different complete sets of
weights which would yield the required behaviour for the
“visible” units, and these scets do not, in general, form a
convex set. In travelling towards one suitable set of weights,
the system may travel away from other equally suitable sets,
SO convergence on any one set is not guaranteed. This means
we need a different imeasure of the progress of learning in
order lo prove convergence. A suitable measure is the
information theoretic distance. G, between the actual and
required probability distributions over all 2" suates of the n
visible units;

. gy
G= Xajpﬂam{-ﬁéﬂ

The value for G depends implicitly on the W and so G can
be reduced by changing each weight by an amount that is
proportional to the partial derivative of G with respect to
that weight. We describe this learning rule further in Hinton
and Sejnowski (1983). It is guaranteed to find a minimum of
G. but it may only be a local minimum rather than a global
ore. Local mimima occur vwheh the system is doing the best
that it can given the representations it has learnt in the
hidden units. To do better it has to change these
representations which involves a temporary setback in how
well it micets ine requirements on the probabilities of the
states of the visible units. Of course, if the medifications to
the weights are probabilistic so that G can somelimes
increase, it is possible to escape from local minima and
ensure Lhat after enough learning there 15 a bias in favor of
the better local minima.

Relation to the brain

There are two different ways to interpret the input-output
function that hardware units should have to implement the
parallel search ([Fig. 1). During a short interval the sigmoid
curve describes the probability of a unit being in the uue
state as a functiion of the encrgy gap between the false and
true states. For much longer ume intervals the curve



describes the proportion of time that the unit is in ils true
state. If we assume that a hypothesis which is true all the
time is represented by a neuron firing at its maximum rate,
then the curve in Fig. 1 can be interpreted as the finng rate
of a neuron as a function of its average input (Sejnowski,
1977). However, the way in which truth values are
represented by action potentials is not the kind of simple
encoding in which (wo different voltage levels stand for the
two truth values. Instead, it appears that an action potential
only provides a delta-function type of signal that drives
integrative processes in the recipient neurons. This amounts
to treating a hypothesis as "true” for a whole refractory
period after an action potential has been emitted.

The parallel algorithm for cooperative search depends on the
computation of energy gaps AE; In the case of
symmetrically connected units the global energy gaps can be
computed locally by single units. It seems unlikely that
neurons in cerebral cortex are symmetrically connected, but
if a neuron receives many inpults it can still estimate what its
contribution to the total energy would be if all the
connections had been symmectrical. In simulations,
asymmetric networks behave like symmelric ones with
added noise (Hopfield, 1982), and time delays in
transmission have a similar effect. Provided that the task
requires symmelric connections, as is the case for problems
of constraint satisfaction, an asymmetric network can closely
approximate the performance of a symmetric one.

The computational model analyzed in this paper is not a
realistic model of processing in cerebral cortex, for it falls far
short of explaining the known anatomical and physiclogical
facts. The analysis may, however, provide insight inlo a class
of computational devices that depend on probabilistic
parallel processing. Understanding general properties of this
class may be a useful first step in understanding particular
highly-evolved members of the class. For example, the
probabilistic nature of electrical responses of single ncurons
is well-known, but has generally been regarded as evidence
of imprecision. Probability, however, may be a central
design principle of cerebral corlex (Sejnowski, 1981). A very
close approximation to the function in Fig. 1 can be
implemented by simply adding Gaussian noise to a binary
threshold unit, with the standard deviation of the noise
acting like temperature. We suggest that fluctuations may be
deliberately added to neural signals o avoid locking the
network into unwanted local optima and to provide the
linear conditions needed for efficient learning. The issue of
noise in the nervous system deserves renewed experimental
investigation and further theorctical analysis.
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ABSTRACT

Successive tests of the same memory ofien appear to change
it. either by consolidation ol a correct response. or an
increased probability of repecating crrors. This raises the
question as o whether the act ol attempted recall modifies
existing memory traces or creates new ones. Experimental
work in this area is complicated by difTiculties (a) in isolating
what the interactions between successive trials  actually
reflect. and (b) determining exactly when such interactions
have taken place.

A methodology 15 deseribed i which these difficulties can be
overcome within the domain ol a specilic experimental
paradigm: the repeated cucing (RTTT) method used by
Jones (1974), Analysis provides three sigmificant findimgs.
Firstly. attempts at recall produce an engram  which s
normally unavailable after a small number of subsequent
trials. Secondly. in a small number of cases these traces may
survive for at least the duration of the experiment. Finally.
analysis of subject’s confidence ratings mdicates that subjects
are able to distinguish between  recalls of stimuli and
previous answers. implyving an addition to. rather than a
corruption of. existing memory.

INTRODUCTION

Many of the techniques we use for studying memory require
that the recall be tested more than once. However. it is
becoming increasingly likely that repeated tests do not leave
memory unchanged for later trials: evidence 15 accumulating
lo suggest that attempts at recognition or recall can
themselves give rise 1o traces which may compele for recall
with the original memory (c.g. Kayv., 1955). or in some way
alter the probability of recall (Izawa. 1970).

This has a number of important consequences. Firstly it
represents a source of interference n experimental data
which could lead to musleading inferences. Tests of
all-or-none recall. for example. look at the consistencies in
recall of a stimulus from one trial to the next. However. if
the subject is merely recalling his previous responses. then
all-or-none patterns in recall will predominate and may not
represent the state of memory for the original stimulus.
Inter-response interactions arc therefore of theoretical
interest in their own right

Secondly. from an applied point of view. the interrogation of
memory 1s of everyday importance in socicty: law being the
most obvious case. Here it is important that the accuracy of
recall is preserved as far as possible. The work of Loftus and
others (c.g. Loftus. Miller & Burns. 1978) has supported the
belief that the use of misinformation or leading questions
can corrupt a witness” recall. Legal protocol has evolved to
avoid this as far as possible. but since the repeated
questioning of @ witness” memory is unavoidable (not least
by the witness himself). it is still important to know and
understand how memory mavbe changed by attempts at
recall,

One difficulty in the cxperimental study of this process is
that in most experiments the recalls of previous responses
are indistimguishable from guesses or recalls of the original
stimulus. This is because a single response only is required.
as in paired associale experiments (e.g. see lzawa 1970).
Such  experiments  give  little  information  as  to  the
interactions between responses.

The aim ol this rescarch is 1o study the recall of previous
answers in an experiment in which this distinction can be
made operationally, This experiment turns on the repeated
cueing of multicomponent stimuli alter the manner devised
by Jones (1974) to test his Fragmentation Hypothesis.
Although this s not central 1o the study of sequential effects
in memory. it nevertheless provides the basis for studving
them i this case. Since this 15 a relatively new idea. it is
therefore useful 1o summarise Jones™ work briefly before
deseribing the current rescarch i more detail.

The Fragmentation Hypothesis states that memory of a
stimulus (such as a picture) 15 equivalent to a fragment of the
original stimulus (in practice a subset of its attributes).
structured in such o way that recall of the entire fragment
occurs i an all-or-none manner when and only when the
cue for recall is contained in the fragment. The critical test
of this hypothesis depends on the repeated cueing of a
multicomponent memory by cach of the stimulus attributes
in turn without providing any feedback of results. If the
hvpothesis  holds.  the  patterns  of  recall  should
unambiguously correspond to one or another of the possible
fragmentations of the stimulus.

Two experiments by Lansdale (1979) showed that this
unusually precise hvpothesis holds very well. The first of
these 1s of interest here. The stimuli used were scenes of a
billiard table in which three dimensions were defined: a
white object (O) on the side of the table. a random pattern of
red balls (P). and a coloured ball (C). Nine alternative values
of each attribute were used and the stimulus set consisted of
an orthogonal set of nmine such pictures. With each attribule
value being used once as cue. the data from each
presentation sel consists of a sequence of nine stimulus
combinations of C. P and O values followed by 27 test trial
combinations. in which one of C. P. or O is given as cue and



the other two arce the subject’s responses. A hypothetical
scquence of stimuh and responses is given in Figure 1. with
those clements of the response corresponding to identifiable
fragments underlined.

Figure 1:  Relationships between stimuli and responses.

1 Pink P7 Book
S 2 Brown P6 Clock
T 3 Light blue P9 Bottle
I 4 Yellow P8 Cup ——
M s Black Pl Vase
U 6 Green P2 Mug
L 7 White P4 Brush CP
I 8 Orange P3 Newspaper
9 Dark Blue PS5 Gloves CPO
Cue Value
R 1 P2 Green P2 Vase
E 2 Bottle Black P4 Bottle 4(:@
S 3 Black Black P4 Bottle €
P 4 P7 White P7 Vase PO
O 5  Orange Orange P4 Bottle 4—‘ CPﬂ
N 6 Cup Yellow P8 Cup <&—
S 7 Green Green P2 Vase —
E & P9 Black P9  Book
S 9 Vase Black P9 Base

It can be seen how in this type of data recall of previous
responses can be recognised.  They  will  appear  as
congruences between response combinations (¢.g. between
trials 2 and 3 or trials | and 7) over and above that

normally expected by correct recall or chance repetition of

errors. The possible effect of recalling previous errors is
apparent if one considers the possibility that the subject
guesses ‘green’ correctly to the cue P2 at trial 1 and then
repeats this response at trial 7. The patterns ol ‘recall’
indicate that cuc TP27 chieits recall of Tgreen™  and
vice-versa. from which it would be inferred incorrectly that a
[CP] memory fragment cxists. Clearly  repetition  can
therefore misrepresent the data in suggesting an all-or-none
memory where no memory neced cxist or need not be
all-or-none 1n reality.

From this brief discussion of the experimental technique. it
can be seen that the means exist to investigate the possible
effects of answer repetition more deeply: and that this also
has great significance for the validity of the repeated-cucing
of memory. To do this. it is first necessary to show that it
occurs significantly more often than would normally be
expected by chance. and to this end a sequential analysis.
described in the next section was carried out.

SEQUENTIAL ANALYSIS

In investigating repetitions of previous answers in these data
there are two questions to be resolved:

(1) How does one define a response as a recall of a
previous answer?

() How docs one show that this is more than just a
chance cvent?

Defining Previous Answers

As  Figure | illustrates.  the recall of any response
combination at another trial manifests itself as a congruence
between response values. However. simple congruence does
not necessarily indicate a direct relationship between trials.
and ambiguities can occur. Consider the following sequence
ol responses:

_— Response Congruence to
I'rial . .
Attribute Later ‘Trial
Number .
Values n

| (‘i Pi Oj CcO

k C,i Pk Oi CPO

| C , P Oj CPO

m (‘l- Py Om CP

n (‘i Py Ol

The hypothetical engram which is tapped at trial n can
apparently have come from onc of four sources. It is.
however. important to identify a single most likely source of
repetition in order to establish the chance level of its being
repcated at any one trial. To do this one must make two
assumptions:

(1) Given two possible sources with the same amount
of congruence. c.g. trial k and trial 1. there is no
information that the later of the two is not itself a
repetition of the carlier trial. In these cases the most
likely source 1s taken to be the ecarliest trnal In
which the response  combination in  question
appeared.

(i)~ When one possible source gives a greater match
with the tnal in question than another. that 1s taken
to be the more likely source.

Taking these points. the sequential analysis can work
through individual sets of data and identify the most likely
source of cach response by searching all previous responses
and the stimuli for the earliest combination with which the
response has the greatest congruence. This can produce a
complex array of relationships within responses and between
responses and stimuli. as shown in Figure 1.

Identifying Chance Levels Of Repetition
Figure 1 is typical of all subjects’ response sequences in

showing not merely congruences between stimuli and
responses. as would be expected if the subject had any



memory at all. but also between one response and another.
Clearly some of these will occur by chance. and the
statistical test of the significance of this process depends
upon determining the chance level.

Since the total number of stimulus attribute values is finite.
it follows that the chance levels of repetition at any one trial
are a function of the number of different permutations of
attribute values that have already occurred in the subject’s
response sequence. Thus. for example. the chance level.
Q(CO). for a repetition of a combination of C and O
attributes is given by:

Q(CO) =

no. of different previously occurring trial combinations of C & O

no. of possible different combinations of C & O values

Since the denominator is constant. Q(CO) increases
gradually throughout the response sequence. as might be
expected. Similar calculations can be made for other types of
repetition.

Summarising the previous section. the scquential analysis
can be seen as a chronological scan of responsc sequences
from individual subjects. At cach response the probability of
each kind of repetition can be calculated. and the observed
number of repetitions counted. It can be shown that over the
entire response sct the statistical significance of cach type ol
repetition k (where k — CPO. CP. CO or PO) over the 27
trials is given by a \'? statistic by the equation:

(|OBS—1|7ZQ(k) )’

|7z( QM1 = Q(k))

Where OBS is the observed number ol repetitions of that
type and incorporating the correction for continuity. As a
result. the sequential analysis gives a value of X2 for cach
subject and for each typc of answer repetitions.

The result of this 15 a clear and very strong
trend for the vepetition of complete  combinations
(\2=1236.5.27dfp <-0001). with all but one subject
showing significant levels of this type of repetition. Less clear
is the position for repetitions of smaller combinations. A
small number of subjects scem to show significant
frequencies of CO-repetition. although the total valuc of X2
is very much less than that for CPO-repetition(\- =
51.6. 27 df p<:01). There 1s also a suppression of repetitions
of CP combinations by some  subjects  (overall
N2=49.1.27dfp <01). In view of the confused and
minor role of CO-repetitions. the remainder of the analysis
concentrates upon the highly significant effect of the
repetition of entire CPO combinations.

TIME COURSE OF THE REPETITION EFFECT

Figure | shows at trials 2 and 3 a repetition of one trial on
the next. Casual observation of many such response
sequences shows this to be a very frequent occurrence. and it
is an interesting question whether the repetition of answers
only occurs between close or adjacent trials as a short-term
effect.

One property of repetitions of complete answers is that they
cannot occur unless one of the components of the original
response combination subsequently appears as a cue. Put
another way. any occurrence of the attribute values of a
response combination appearing later as cues can be taken
as an opportunify to reproduce that combination. By the
semi-random nature of the subject's responses. these
opportunities will fall at different separations (in (rials) from
the original response. For example. in Figure [. trial 1 could
be repeated 6 and again ¥ trials later. whilst trial 2 is
repcatable onc trial later. Of all the opportunities for
repetition at any separation. a certain proportion will be
successful. and the ratio of successful repetitions to
opportunitics gives  an  estimate  of the probability of
repetition at that value of separation,

A temporal analysis was carried out in the following way.
Every response combination that was not itself a completely
correct  response  (in which  case  repetitions  are
indistinguishable from recalls of the original memory) was
taken as a potential source of repetition. Each subsequent
trial where one of its components appeared as cue was
counted as an opportunity to repeat that combination. the
intervening interval being measured in terms of the number
of wrials separating the two trials. In calculating the
proportions of trials on which a previous response
combination was repeated. the distinction was made between
responses in which there was no underlying fragment and
these m which a CP. CO or PO fragment cxisted. With only
one guess included in the latter class of  response
combinations. the chance probability of subsequent
matchings 1s an order of magnitude higher than in the
no-fragment condition . where two guesses have to be made.
For brevity. the results of CP. CO and PO fragment
responses arc presented together and subsequently referred to
as S1 repetitions. whilst the no-fragment responses are
referred to as S2 repetitions. The proportions of repetitions
are plotted in Figures 2 and 3 respectively.

Both plots show high probabilitics of repetition at low
separations. decreasing rapidly with increasing separation to
some stable level. Given that the average time between trials
was some 20 to 30 seconds. this result is comparable in
timescale 1o the long-term recency effects reviewed by
Baddeley (1976. p 181).

Another interesting aspect of this data is that whilst the S2
plot appecars to decay to a chance level. that for Sl
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repetitions remains significantly above chance. Taking the
data from scparation S and above as representative of the
stable portions of the curves. this can be  confirmed
statistically: X2 for S1 = 28.19. (13 dfp<0:25). while \” for
S§2 = 1528, (18 dfn.s.). This indicates that the mnemonic
representation of S2 answers has becomes unavailable afler a
small number of trials. while some of the S1 answers remain
effective for the duration of the experimental session

Figure 2:  Probability of recalling S1 response
combinations as a function of the number
of intervening trials
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Figure 3: Probability of repeating S2 response
combinations as a function of the number
of intervening trials
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CONFIDENCE JUDGENMENTS

In this experiment. subjects were asked to give. in addition
to their responses. a confidence rating for each attribute
value given as a response. These ratings were requested in
one of five categories. from | "SURE™ to § = "RANDOM
GUESS™,

The question at issue here is whether subjects could tell the
dilference between genuine recalls of stimuli and recalls of
previous (erroncous) answers. The ability 1o do so implies
that memory lor previous answers arc additional to existing
memory and distinguishable from it. A sensitive test is to
look at the confidence levels of successful repetitions of S1
responses, which contain one correct recall and one guess. in
comparison to non-repeated S1 responses, There are two
uscful comparisons here: (a) between the original and
repeated S1 combinations. and (b) between the correct and
crror clements of a repeated S1 combination. The confidence
levels used for the S oresponses were therefore broken down
in three wavs:

1} whether the response in question was correct or a
ZUCSS,

1
o

whether the trial combination was a repetition of
a previous trial or not

3) in the case of successful repetitions. whether the
separation between the tnals 1s greater than 4
trials or not. making a comparison between long
term and short term repetitions which  may
possibly have different properties.

Within original response combinations there is. as one might
expect. a significant difference in confidence for correct
responses faverage 1.96) as opposed to guessed responses
(average 3.48). withX2 =40-3. 4.df p<0:001. Comparison of
the guesses in the repeated trials with the original guesses
shows no significant differences in confidence levels in either
long or short term repetitions (A2 = 9-83, 8.df). Neither do
the comparisons of correct responses show any differences
(X7 =2:32.8.dN. It can therefore be concluded that when a
subject repeats a previous SI combination. he knows which
element has been correctly recalled and which is a repetition
of a previous guess. The memory of the original response
combination must thercfore be additional to that of the
stimulus,

DISCUSSION

To summarize the results of this analysis: in a sequence of
memory trials subjects have available memory traces of
previous answers which are commonly used as responses
later in the sequence. These ftraces normally remain
available only for a small number of trals. representing a
duration of up to 100 seconds. but some appear to survive



for much longer periods of time. Subjects scem to be aware
of the distinction between recall of these traces and recall of
the original stimuli,

This analysis has a clear methodological imphcation:
successive tests of the same memory. particularly over short
intervals. will not be independant of one another.
Experiments in  which the observations rely  upon
comparison of recall on several different tnials must therelore
take this into account. Numerous examples can be given
where doubt arises as to the validity ol the conclusions in
the light of this result.

What is particularly compelling about this effect is its
strength and rephicability across subjeets. (given that no
experimental instructions were made 1o repeat answers). and
its timecourse.. This corresponds well with previous work
which long term recency effects were an explicit object of
study, Such effects seem difficult to explain by reference to
fixed capacity stores (Waugh and Norman. 1965). or
differential encoding methods (Craik and Lockhart 1972).
particularly in the latter case in the hght of the mmaidental
nature of recall in this casc. in which case one would not
expect subjects to adopt specific strategies ol encoding.

A plausible model of these long term recency clfects has
been proposed by Hitch et al(1980). In themnr view. recency
effects can be explained by a strategy of retrieval based upon
temporal discrimination.  Items can  be retrieved  from
memory by their temporal position in the past only while it
is discriminable from the temporal position of other. related
items. Long term recency effects can therclore occur when,
as in these experiments. the to-be-recalled items are spaced
relatively widely i time and arce therefore discrimimable for
longer periods.

Given that the subjects were required to guess. and that
memory traces for previous approprialc  guesses  were
available. it is not particularly surprising that subjects should
use them. Speculation as to why subjects should choose to
repeat  previous  guesses  is  thercfore not  worthwhile.
Whatever the subject’s reasons for repeating responses. in the
process of doing so he deprives the expernimenter of a certam
amount ol information. and potentially adds some
misinformation about the state of his memory. The import
of this research is chiefly a methodological onc: it reinforces
the long held view that the experimental psychologist should
be aware that the task the subjects carry out may not be
quite the one he intended.
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The Role of Grid Schemata in Memory for Large-scale Environments

Ian Moar, Nancy J. Hamer, and Betsy A. Woods

Bucknell University, Lewisburg, PA 17837

Although large-scale urban environments are complex and rich in
information, most of us successfully navigate such environments every
day. In order to perform such a task, we must have memory represent-
ations for such environments. The present study examines how we
remember large=-scale urban environments.

Memory research suggests that we use higher-order knowledge
structures, called schemata, to remember rich sources of information,
such as stories (Thorndyke, 1977), people (Snyder and Uranowitz, 1978),
rooms (Brewer and Treyens, 1981l) and the complex skills involved in
chess playing (Chase and Simon, 1973). Schemata may also be used to
remember large-scale urban environments. Most environments of this
kind comprise a grid pattern of rectangular or square shaped blocks
formed by intersecting streets. A useful way to remember such areas
would be in terms of a grid schema (Kuipers, 1978; Moar and Carleton,
1982) . However, most urban areas do not fit perfectly into a grid
pattern. For example, unlike the lines in a grid, streets are not
always at right angles or parallel to each other. If we do use a grid
schema to remember an urban area, such a schema may cause features of
the area to be distorted in memory. In fact, we can make predictions
of the kinds of distortions which may occur if we do remember urban
areas using grid schemata. Five such predictions are listed below and
are referred to collectively as the grid hypotheses.

1. Right-angles hypothesis. Lines in a grid always intersect at
right angles. The hypothesis predicts that intersecting streets that
do not meet at right angles will be falsely remembered as right angled
intersections,.

2, Parallel-lines hypothesis. Lines in a grid are either at right
angles or parallel to each other. According to the hypothesis, if
streets in an urban area travel in roughly the same direction but are

not parallel, they will be misremembered as being parallel.



3. Parallel-subsets hypothesis. A single square in a grid is
contained within a larger square made up of several single squares.

The sides of the single square are parallel to the respective sides of
the larger square in which it occurs. For example, in a 3 X 3 square
grid, the sides of the center square are parallel to the respective
sides of the larger square formed by all nine squares. The hypothesis
predicts that if the sides of a building in a block are not parallel to
the respective streets forming the block, the sides of the building
will be falsely remembered as being parallel to the respective streets
of the block. Here the building comprises a single square of a grid
contained within a larger square, the block.

4, Straight-lines hypothesis. All lines in a grid are straight. It
is predicted that streets containing bends will be remembered as being
straight.

5. Alignment hypothesis. Each single square in a grid is perfectly
aligned on the grid's vertical or horizontal axis with each of the four
other single squares with which it shares a side. In an urban area,
buildings sometimes face each other but are not perfectly aligned.

Thus the middle of one building may not directly face the middle of the
other building. The hypothesis predicts that such buildings will be
falsely remembered as being directly aligned. In other words, the
buildings will be misremembered so that the middle of one building
directly faces the middle of the other building.

The five grid hypotheses were tested in three experiments. In the
first experiment, students of Bucknell University drew from memory a
map of part of the campus. In Experiment 2, students of the uiversity
drew a map of the whole campus from memory. Preselected features of
the campus were examined on students' drawn maps to determine if the
features were distorted in the manner predicted by the grid hypotheses.
In both experiments, significant distortions were found for all five
hypotheses, supporting the use of grid schemata in memory for the
campus. In addition, half the students in Experiment 2 were freshmen
and half were seniors. The seniors' drawn maps were significantly
more elaborated, in terms of the number of buildings, streets or place
names, than those of the freshmen. However, no significant difference
was found between the freshmen and seniors in terms of the degree to

which their drawn maps were distorted towards a grid pattern. The



results suggest that amount of experience with an urban area does not
change the way it is remembered in terms of a grid schema.

The third experiment involved a recognition task. Students of
Bucknell University were presented with maps, each of a single feature
of the Bucknell campus (eg., an intersection, two streets, etc.).

Nine alternative maps of each feature were presented; one correct map
and eight with various degrees of distortion. For each feature,
students had to choose the map which they considered was the most
accurate. For each of the five grid hypotheses, students showed a
significant tendency to choose the map in which the feature was
distorted in the manner predicted by the appropriate grid hypothesis.
Therefore, the recall results of Experiments 1 and 2 and the recognition
results of Experiment 3 support the use of grid schemata in memory for

the campus.
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THE ROLES OF INTERFERENCE AND INFERENCE
IN THE RETRIEVAL OF AUTOBIOGRAPHICAIL. MEMORIES

Brian J.Reiser and John B.Black
Yale University

1. Introduction

Recent work on autobiographical memory has suggested that the representation of an individual experience is
encoded within a memory structure containing generalizations about that class of events (Kolodner, 1980; Reiser,
Black. & Abelson, 1982: Schank, 1982). In this paper, we examine how retrieval from such a memory category
is affected by the number of events encoded within it. We argue that retrieval of personal experiences is a
reconstructive process, guided by inference mechanisms that predict features of the target event for utilization as
retrieval cues. More frequent events may be easier to retrieve from a category, since the circumstances leading to
such an event are easy to predict. Alternatively, one interpretation of interference models of memory suggests that
a greater number of events within a category would slow retrieval of one of these events. The effects of
frequency of experiences are examined in an autobiographical memory experiment where subjects are asked to
recall past experiences in response to verbal cues.

2. Inference in Memory Retrieval

Reconstructive models of memory retrieval have stressed the recursive nature of the search process: search
retrieves information useful in constructing new cues for further search, until the target information is retrieved
(Kolodner. 1980; Norman & Bobrow. 1979; Williams & Hollan, 1981). In particular, retrieval of an individual
personal experience requires search through a memory store containing an enormous number of events. Clearly
the success of such a search depends on the selection of the proper search context to restrict the portion of the data
base that must be examined. This search context is selected by inference mechanisms which process the generic
information in the concepts activated in the query to predict the most plausible location in memory where the
target information might reside (Kolodner, 1980). Retrieval of an individual experience from memory is thus an
active strategic process, directed by these inference mechanisms.

In recent reformulations of Bartlett’s (1932) schema plus correction model, individual experiences are encoded
in memory as associations of generic memory structures, indexed by the features on which the event deviated from
the generalizations represented for that class of events (Kolodner, 1980; Schank, 1982). Search for an individual
experience proceeds by using the generic knowledge about events to infer candidate memory structures for search,
and then to generate indices within the structure that specify an individual experience:

Think of a time when vou felt impatient.

Felt impatient...I'm trying to think of times when 1 felt impatient. Impatient always seems to mean when
you're waiting in line for something or waiting for something to happen. Um...it's hard for me to think of
right now for some reason. | can think of times when I felt frustrated waiting but not really impatient. and I
think there’s a difference. 1 remember waiting for someone who didn’t show up for 4 hours. and it wasn't
really that 1 was impatient, I was just frustrated with the fact that I didn’t know whether this person was
going to show up or not.

Was this waiting in line?

No, this was waiting to meet someone in front of a museum in Hartford. And he didn't come for about 4
hours and mostly the reason I was frustrated or maybe it even is impatient is that [ didn’t know whether he
was actually coming...

This protocol demonstrates the use of inference to establish a search context. Here, the subject uses her
knowledge about impatience to infer a set of circumstances in which she was likely to have experienced that
affect. This process leads to thinking about situations involving “waiting,” and ultimately to an experience where
she was waiting for someone who was very late. Interestingly, the subjects’ hesitation in classifying this
experience as “impatience’ supports the claim that it was accessed in memory using “waiting”™ as a search context,
rather than simply using “impatience’ as a cue.

Essentially, these type of inference processes reformulate a memory query into a set of circumstances in which
the target experience might have occurred. The importance of inference in strategic memory retrieval has been
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suggested by studies of retrieval protocols (Williams & Hollan, 1981) and computer models (Kolodner, 1980). A
recent examination of retrieval times of autobiographical memories may be interpreted as processing evidence for
the role of inference in retrieval (Reiser, Black, & Abelson, 1982). In these studies, subjects took longer to recall
an experience with an activity (fook a ride on a train) that contained a goal failure (couldn't find a seat) than an
experience with the same activity that contained a normative action (paid at the ticker booth). We argued that
retrieval of an experience containing a normative action typically involves less inferencing, since virtually any of
the experiences stored with the activity will contain that action. Retrieval of an experience satisfying a goal
failure cue requires more inferencing to find the indices that specify an experience containing the targeted type of
goal failure.

In general, the difficulty of a memory retrieval i1s determined by the type of processing necessary to construct
an appropriate search context, and to generate the indices within that context that specify an experience possessing
the target attributes. Search within a memory category for an experience satisfying a particular constraint is easier
if there are more types of situations in which that type of event occurs. Thus, events that occur more frequently
should be easier to find within a category than less frequent events.

3. Interference in Memory Search

Alternatively, one might argue that more unusual experiences will be easier to find in memory, since many
similar events may become confused with one another, and interfere during the retrieval process. Anderson has
shown that a greater number of associations involving a concept in a memory network slows the retrieval of
propositions involving that concept (e.g., Anderson, 1976). Anderson argued that the search is slowed with more
associations since the limited capacity process would “fan out” over more paths. Anderson and his colleagues
have observed interference in retrieval situations requiring the retrieval of a particular proposition, and have not
investigated in situations where any instance of a memory category may be produced as a response. However,
one possible application of interference models to this type of production task would predict that retrieval of an
instance will be easier for smaller categories than larger ones, which possess more links from the category node to
associated subsets and instances. Again, spreading the search over more links reduces the speed of the processing.
Furthermore, if the instances possessing a particular attribute form a subcategory of the main category, then a
larger number of such instances should slow the search for a category member possessing that attribute.

Although an interference model cannot account for the difference between failure and normative actions found
by Reiser et al.. it may be argued that this difference is not due to the frequency of the two types of events, but
instead to some intrinsic difficulty in recalling goal failure events. In fact, we found retrieval time differences
which one might argue support an interference model. Activities (Going to Movies, Dining ar Restaurants) were
found to be better retrieval cues than general actions (paving. ordering)., which encode abstracted generalizations
about an action (or scene) which serves as a component of several activities. We argued that the type of generic
information encoded in activities is of greater utility in constructing the right combination of features to specify a
unique experience. Retrieval of an experience when presented with a general action such as waited for vour turn
involves first figuring out where (i.e., in what kind of activity) one might have waited for something. When a
candidate activity such as Bank or Grocery-Shopping has been inferred, the context-specific knowledge associated
with the activity (i.e., features specific to Bank experiences) can be used to refine the search context.

An interference model provides an alternative explanation for this result. One might argue that the general
actions are poor retrieval cues since they specify more frequent experiences than the activities (most general
actions occur in many activities). Search in the category named by the general action must spread over many
more links to experiences than search within an activity category, and would therefore take longer to retrieve any
of the experiences.

In order to explore the relationship between the number of experiences of a given type and the difficulty of
retrieving an experience from memory, we asked subjects to recall events which differed in their average
frequency of occurrence. There were two motivations in the present study. First, we hoped to find that more
frequent experiences within an activity would be easier to retrieve, to support the importance of inferring a search
context and generating indices within that context. By using low frequency events that were not goal failures, we
avoid other characteristics of goal failures that may be contributing to their retrieval difficulty. Second. presenting
a case where more frequent experiences are easier to retrieve provides an argument against interference counter-
explanations of our previous finding of retrieval differences between activities and general actions.



4. Retrieval of High and Low Frequency Experiences

Norms collected by Galumbos (in press) were used to construct probes about common events which varied in
their frequency of occurrence. Each probe consisted of an everyday activity (e.g., Checked Out Books) paired
with one of its component actions (e.g., got call nmunbers). Galambos™ norms enable a test of the effects of event
frequency at two levels. The siandardness vating of a component action measures the within-category frequency
of the action -- i.e., how likely one is to perform that action in an execution of the given activity. It is thus an
indication of the relative number of experiences encoded within the activity category that involve that particular
action. The activity frequency measures the size of the category itself -- a measure of how often one engages in
the activity may be considered a rough estimate of the number of experiences stored in memory involving that
activity.

Retrieval of experiences for trials involving highly standard actions is predicted to be faster, since it will be
easier to infer a context in which this action would have been performed in the activity. For example, most Going
1o Movies experiences involve the action gave usher rickets, but fewer involve the action stood in line. Virtually
any retrieval cue within the category Going to Movies would lead to an experience matching the first action.
However, more careful consideration of the generalizations about movie-going would be necessary to predict a
situation that would involve standing in line. This might lead retrieval to consider “very popular movies”,
“movies I saw on opening night”, “movies I saw on trips to New York™, etc. This retrieval thus requires more
inferencing to construct a search context. This prediction is contrasted with the interpretation of the interference
model suggested above. in which more frequent actions within an activity would be more difficult to retrieve.

The predictions for the effects of activity frequency are less straight-forward. If the generic information
encoded in the activity is the principal source of material for inferring the search context. then the frequency of the
activity itself may have a smaller effect (or none at all) on the ease of retrieving an experience. That is, if the
principal component of retrieval is the inference of indices within the category. then the absolute size of the
category may have little effect, and all activities may be equally accessible in memory. However, one might also
expect that more frequently executed activities become more richly articulated, and thus the indices within the
category may be more easily traversed. For example, recalling a time involving Eating at a Restaurant may
require less inferencing than a more infrequent event such as Taking a Photograph. One is probably familiar with
many contexts which include eating at restaurants (dating. business lunches, grabbing a quick bite to save time,
etc.) while more processing might be necessary to infer a situation that would have included the taking of
photographs. This would predict an advantage for more frequent activities. [n either case, this prediction can be
contrasted with the interference prediction of slower retrieval times for the larger categories.

Method. Two actions, one high and one low in standardness, were selected from each of 18 of the activities
presented in Galambos (in press). The high and low standard actions were selected to be equal in “centrality™ (the
importance of the action to the goals of the activity), since subjects recall the more central actions of an
experience more easily than the less central actions (Reiser. in preparation).

The autobiographical retrieval task developed by Reiser. Black, and Abelson (1982) was used to measure the
accessibility of the target events in memory. Subjects were told that each trial would consist of two phrases: a
description of an activity, and a description of an action that takes place in the activity. Upon initiation of the
trial by the subject, the two phrases were simultaneously displayed on a CRT, with the activity phrase presented
above the action phrase. Subjects were to recall an experience where they were performing the stated action while
doing the stated activity. The subject responded by pressing a Yes key on recall of such an experience, or pressed
the No key if he or she could not recall an experience. We emphasized that the memory be of a specific
experience, but that it was not necessary to recall all of the details before responding. Subjects wrote a one or
two sentence description of the experience immediately following each Yes response. At the completion of the
reaction time task. subjects were asked to provide the month and year in which each of their recalled experiences
had occurred. Each subject was probed about all 18 activities, but to avoid possible priming effects, a subject was
probed only once about each activity. Each subject thus received 9 activity-action pairs containing a high standard
action, and 9 activity-action pairs containing a low standard action. Forty-eight Yale undergraduates participated
in this experiment for course credit.

Results. Of primary interest are the retrieval times for those trials in which subjects successfully recalled an
experience. The mean retrieval times and proportion recalled for Yes responses are:

Activity + High Standard Action 2.929 sec; 849% Yes responses.
Activity + Low Standard Action 3.359 sec; 77% VYes responses.
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As predicted, subjects were faster to recall an experience involving a high standard action [min F(1.64) = 4.19, p
< .05]. This supports the prediction that more processing is required to retrieve an experience involving a less
frequent component action.

In order to assess the separate contributions of action standardness and activity frequency, we performed a
multiple regression analysis of the mean retrieval times for each activity and action pair. The activity frequency
did not significantly affect retrieval time [F < 1]. Thus, retrieval from large event categories (frequently executed
activities) was no more difficult than from smaller categories.

One possibility is that the high standard actions were easier to retrieve because they had been performed in a
more recent experience with the activity. In fact, high standard actions tended to elicit more recent experiences
than low standard actions (4.1 vs. 5.5 months), but this difference was not significant (p > .10). More
importantly, when age of experience is used as covariate in an analysis of covariance of retrieval times, the
difference between high and low standard actions remains significant. Finally, the number of experiences recalled
by subjects decreased with the elapsed time since the experience, as expected from previous studies (e.g., Crovitz
& Schiffman. 1974). Interestingly, a median split on retrieval times for each condition revealed that older
experiences were generally slower to retrieve [min F'(1,54) = 3.63, .05 < p < .10].

Discussion. This experiment has demonstrated that retrieval of a more frequent experience within a given
activity is easier than that of a less frequent experience. This is consistent with a reconstructive model of
autobiographical retrieval, Processing first retrieves the category, accessing the generic knowledge encoded about
these events. This generic knowledge is utilized to construct retrieval cues consisting of the circumstances likely
to have resulted in the target type of experience. Searching for an instance of a frequently executed action is
relatively easy, because virtually any context within that activity would involve experiences including the target
action. Retrieval of a less frequent event requires greater use of the generic information to infer the ryvpe of
experience within the activity that would include the targeted action.

The failure of category size (i.e., activity frequency) to affect retrieval times suggests that smaller categories
are no easier to access than larger categories. The prediction from interference theories of slower retrieval times
tfor larger categories was not supported. Instead, the results support the suggestion that the principal inferencing in
retrieval involves constructing the proper path to the event within the category, and that the categories themselves
do not differ in their accessibility.

The slower retrieval times for the older experiences conflicts with the curvilinear pattern found by Robinson
(1976), where events from 0-5 years and 10-15 years were recalled more quickly than events from 5-10 years ago.
Since the data from the present experiment are almost exclusively from the 0-5 year interval, we can not evaluate
them for Robinson’s curvilinear pattern, and can conclude only tentatively that the older experiences recalled by
subjects were less accessible in memory. In fact, the slower retrieval times for the older experiences may be
explained by a retrieval strategy that focuses on the subject’s current context for retrieval cues. For example,
suppose the subject uses knowledge about his or her current job, place of residence, school, social situation, etc.
to generate cues for recall. The cues generated in this fashion would be more consistent with recent experiences
than with older experiences. If retrieval fails to recover an experience, older contexts may then be tried. Thus,
the subject recalls fewer older experiences, and these trials are slower than those retrieving more recent
experiences.

Finally. these results argue against an interference explanation of the retrieval differences between activities and
general actions. There is no evidence to support slower retrieval times for larger categories; in fact. we have
shown that in some situations, more frequent events are easier to retrieve. In combination, these results suggest
that structural features such as “frequency” may be inadequate to fully explain memory search. When comparing
activities and general actions, more frequent events are more difficult to retrieve; when comparing the retrieval of
two actions within an activity that differ in frequency, more frequent events are easier to retrieve. Clearly, the
difficulty of search from a concept is a function not only of the number of associations involving that concept, but
also of the type of concept and the type of information encoded within such a category (Reiser & Black, 1982).
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Thematic Relations Between Episodes

Colleen M. Seifert and John B. Black
Yale University

Among the variety of knowledge structures proposed to capture information in episodes, a dichotomy
between contentful structures and content-free structures appears useful in characterizing abstract relations
in memory (Schank, 1982). The level of relatively content-free structures is needed to explain first, the
thematic pattern within an episode, and second, how generalizations are made across episodes that vary
greatly in some respects while sharing more abstract similarities.

Plot Units (Lehnert, 1981) have been proposed to capture knowledge about thematic concepts that
represent particular patterns of goal relationships and events. Plot units such as competition, fatlure, and
shared positive events can be used to describe the goal situation in an episode. Their utility in
understanding, generating, and summarizing narratives has been demonstrated (Reiser, Black, and Lehnert,
1982; Lehnert, Reiser, and Black, 1981).

Although plot units involve relatively abstract knowledge about patterns of goals, they appear to be at a
low level of thematic information. Higher level patterns of thematic information seem to exist which
provide interesting generalizations that plot units do not capture. These thematic patterns serve to capture
a level of information that is useful in building memory structures; that is, to store episodes, thereby
providing connections to related experiences. Plot units appear to play a role as components in the
construction and recognition of these higher level thematic knowledge structures. Information at the plot
unit level is needed to access appropriate thematic structures in memory. In fact, some combinations of
plot-unit-like components are likely to be higher level thematic structures.

Let's examine an example of plot unit components to consider their possible incorporation into memory
structures. The failure plot unit is the basis for countless episodes. Combining the fatlure plot unit with
shared negative event speciflies more of a plot, but still is a rather general experience. For example, this
story is used in Reiser, Black and Lehnert (1982) as an exem plar of this pattern:

Kennedy had struggled admirably to stay alive in the primaries, but his efforts
were not able to win him the romination. When his delegates finally accepted
the inevitable defeat, there were more than a few tears and hollow hopes for 1984.

If this story is extended in a certain way, we introduce a theme which plot units do not capture. For
example, this story could continue on to describe Kennedy's successful nomination in 1984. We would have
a different thematic pattern, captured by the adage, ¢ f at first you don't succeed, try, try again, as well as
a more interesting and memorable story. The thematic information captured by this adage is not expressed
by the plot units fatlure, shared negative event, and success. The adage captures a pattern of goals and
plans in which plot units appear as pieces. If the pattern is made more distinctive, such as trying over and
over and never succeeding, adding the context of elections would probably remind some people of Adlai
Stevensoun. In this way, pieces of plot unit-like information are combined into specific patterns that not
only appear to store episodes, but can produce remindings in appropriate contexts.

Here is another example of how a small change in an episode can change the meaning and result in a
more distinctive, complex structure:



Minister’'s Complaint
In a lengthy interview, Reverend X severely criticized the then President Carter
for having "denigrated the office of president™ and “legitimized pornography" by
agreeing to be interviewed in Playboy Magazine. The interview with Reverend X
appeared in The Church Today magazine.

This is another routine news report of a clergyman complaining about pornography. However, if a small
change is made to the story -- if The Church Today magazine is changed to Penthouse-- the point or moral
of the story is drastically different. When reading the changed story, the theme may bring other
experiences or even adages to mind, such as: The pot calling the kettle black, Practice what you preach, and
Throwing stones when you live tn a glass housec.

How can we determine which patterns of goal and plan situations are distinctive and useful in memory
organization? Schank (1982) has suggested examining the similarities and common themes in everyday life
that are revealed when one is reminded of thematically similar episodes. The patterns of goal and plan
interactions that people recognize and share, and that remind people of other experiences, are sometimes
captured in common sayings and remindings. Adages often serve as an effective way of characterizing the
theme of an individual episode. It would seem that cultural sayings, based on the commonalities of
experiences in a variety of settings, are a good place to begin looking for structures to organize episodes in
memory.

Dyer (1982) has used this approach to develop Thematic Abstraction Units (TAUs) which seem to
capture the thematic level of adages that is not captured by plot units. TAUs are based on the analysis of
adages, in particular ones that represent expectation failures that occur due to errors in planning. A TAU
contains an abstracted planning structure that tells where the error was, and can serve as a warning for the
planner. They serve as episodic memory structures which organize events which involve similar kinds of
planning failures.

For example, here is a TAU structure for the Minister’s Complaint story (Dyer, 1982):

TAU-HYPOCRISY

X is counter-planning against Y

X is trying to get a higher authority Z to block or punish Y
for using Plan P1 by claiming Pl is unethical

X has also used the unethical plan Pl

therefore, X's strategy fails.

In the revised Minister's Complaint story, the minister tries to move public opinion against Carter by
claiming Carter supports pornography. Since the Minister supported it to the same degree, his strategy
fails.

In this manner, TAUs attempt to capture the goal and plan interactions that include particular errors in
planning. These structures explain relations between elements within the story, and serve as the basis for
connections between related episodes. From this point of view, the important questions for thematic
knowledge structures are concerned with explaining their use in memory to store experiences, thereby
providing a basis for bringing to mind related episodes needed for learning. But before we can address the
use of thematic structures in the storing and retrieving of abstractly related episodes, it is appropriate to
gather some evidence on whether people can recognize and use thematic similarity. Are the themes
recognized as a wholistic pattern, rather than as related components? Do people perceive the thematic
structure as more important than content similarities? We used the methodology in Reiser, Black and
Lehnert (1982), employed to study plot units, to examine stories based upon TAU relations in the tasks of
narrative generation and sorting.



Story Generation Experiment

Asking subjects to write stories based on prototypical stories should indicate whether they are able to
abstract the thematic similarities in the prototypes and reproduce that theme in a new context. In this
experiment, subjects were given three example stories based on TAUs suggested by Dyer (1982) and were
asked to write "one new story that has the same type of plot.” The subjects were told not to use the same
events from the examples. Each subject was given three sets of example stories and was asked to write
three stories. Fixty-six subjects participated in the experiment, though not all the subjects were able to
complete the task in the allotted time (15 minutes).

Here is an example of a subject-generated story based on prototypes such as "the Minister’s Com plaint”
story discussed above:

Sue’s basketball coach was outlining her pre-season training program. "Stay
away from overeating, alcoho!l, and smoking. Everyone knows an athlete should
respect her body," she said, as she drew on a cigarette.

Though some stories were based on contexts present in one of the nine exemplars for each subject, most
stories had a context novel to the experiment; for example, crime, music, psychology experiments, and most
popularly, "college life”. The stories were scored by a trained coder who did not know which examples the
stories were based upon. A proportion of how many of the stories had a recognizable and the correct TAU
structure was determined, as shown in Table 1.

Table 1
Story Generation Results

Proportion Total Number
TAU Associated Adage Based on TAU of Stories
Hypocrisy Pot Calling the Kettle Black .96 26
Incompetent Advice Blind Leading the Blind .88 26
Unsupported Plan Counting Chickens Before Hatched .78 27
Acting Too Late Closing Door after Horse Gone .89 19
Plan Backfires Cutting Dff Nose to Spite Face .80 15
Self-Deception Hiding Your Head in the Sand .60 156
Too Costly Killing Fly With Elephant Gun .88 8
Leave Alone Cure is Worse than Disease .70 10
Leaderless Too Many Cooks Spoil Broth .88 8

An example of a subject’s story that confuses two TAUs demonstrates the possible interactions of TAU
structures active in an episode. This story contains the elements of both TAU-INCO MPETENT-ADVICE
and TAU-UNSUPPORTED-PLAN.

Frank was at the horse races. He had heard from his friend, a jockey, of a sure win.
He took $1000 from his bank account, because he was so sure he would win a sure
thing. When the race time rolled around, his horse was neck and neck, but came in
second, and he lost his money.

In general, subjects were very good at generating the matching internal TAU patterns in a new setting. A
more interesting test is how subjects perceive a series of episodes. The story sorting task provides an
indication of the thematic similarities the subjects attend to.



Story Clustering Experiment

Six subject-written stories were chosen randomly from six TAU groups: TAU-HYPOCRISY,
TAU-INCOMPETENT-ADVICE, TAU-UNSUPPORTED-PLAN, ACTING-TOO-LATE,
TAU-PLAN-BACKFIRES, and TAU-SELF-DECEPTION. The thirty-six unedited stories were presented
in one of four random orders to a separate group of thirty-six subjects. Each subject was asked to sort the
stories into groups with "similar plots” (Reiser, et al). Subjects were not told how many groups to form,
but two to ten groups was suggested as a guideline. After completing the sorting task, subjects were asked
to go back and label the groups with a descriptive phrase.

A hierarchical clustering analysis (Johnson, 1967) revealed how strongly pairs of stories were related (i.e.,
how often two stories were sorted into the same group by different subjects). The clustering results are
shown in Figure 1.

Figure 1
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Figure 1= The hierarchical clustering diagram for the 36 subject-written stories sorted by 36
other subjects The numbers on the horizontal axis represent similarity scores.

In general, subjects seemed to grasp the TAU structures as wholes rather than their subparts. This analysis
produced three clearly defined clusters, each corresponding to a specific TAU, and a more complicated
cluster involving the other three TAU structures. While two of the TAU groups are fairly well preserved in



n

this large cluster, one group TAU-SELF-DECEFPTION, 1s split in half. A analysis of the commonalities in
the labels for this group indicates subjects divided sel f-deception stories into two types: in one, the error is
a bad decision which is the actor's own flault (self-caused); in the other, self-deception stories where the
subject truly not aware they are deceiving themselves. An example of this dichotomy is a story where a
student chooses to ignore her work, resulting in failure, compared to a story where a mother can't admit to
herself that her son is delinquent, and he later gets in trouble. This factor of whether the actor causes his
own disaster, or whether circumstances control his fate, is not treated systematically by TAUs. This
causation factor must be incorporated into the TAU structure in order to explain the variations within tau-
related episodes.

Within the TAU-based clusters, subjects tended to consider the stories more similar if they included
content similarities as well. For example, stories 4b and 4e were based on TAU-PLANS-BACKFIRE, and
were both about running away from home only to run into trouble. Other stories rated with high similarity
also contained common content, such as 1d and 1f, which were both about smoking.

The analysis of the labels subjects used to describe the groups they formed revealed a high degree of
agreement even in the words used. For example, 24 subjects used "hypocrisy” in their label, 24 used "too
late”, and 20 used "bad advice”. Beyond the TAU-based labels, subjects appeared to form some groups
using more general similarities, particularly "bad decision” and the "self-caused” distinction. In addition,
many subjects used adages to label a group, including practice what you preach, counting your chickens
be fore they hatch, and the ostrich syndrome.

Conclusion

In summary, subjects were able to preserve the TAU pattern in their stories so that it is recognizable to
other subjects, and subjects were able to use TAUs as the basis for story similarity. These experiments, as
an initial undertaking, demonstrate subjects’ sensitivity to thematic patterns, and indicate the thematic
level of information can be used when indicated. It is clear that the thematic information present in an
episode plays a crucial role. Further experimentation on the representation and the specific processing
functions of the thematic knowledge will serve to determine the nature of their role in understanding.
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READING A PROGRAM IS LIKE READING A STORY
(WELL, ALMOST)
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1. A Schemata-Based Theory of Program Comprehension!

A computer program, a mathematical proof, and an electronic circuit diagram all are (1) products of a problem
solving process that required specific technical knowledge and (2) can be “executed” to obtain a specific result.
However, these entities can also communicate information beyond simply the desired specific goal: in reading such
“problem solving texts” and analyzing the techniques, style, comments, digressions, etc. one can gain insight into the
problem itsell — and even into the problem solver himself. “Stories” can also be conveyed as texts; on the other
hand, they typically are not the products of technical knowledge nor are they executed for a specific result. As such,
stories differ from problem solving texts. However, these two text forms are similar when both are used as a
communicative vehicle. This similarity between the two text forms serves to raise an intriguing question: Do the
information representations and processing strategies that underlie the comprehension of stories also underlie the
comprehension of “problem solving tezxts™ 7 In particular, can the schemata-based approach to story understanding be
productively used in developing a theory of how programmers read and understand computer programs? In this brief
paper, we will outline an affirmative answer to this question and describe one empirical study that supports our
position. (See also [15, 16, 7, 9].)

The term we have used to express the notion of schema in the domain of computer programs is programming plan.
Just as a schema [13, 3, 2]captures generic knowledge, a programming plan specifies the critical information that is
representative of the stereotypic action sequences in programs. For example, we can identify two types of
programming plans in the program in Figure 1: control Mow plans and variable plzns‘z For example, the RUNNING
TOTAL LOOP PLAN and the SKIP GUARD PLAN are two control flow plans in this program. The former plan repeatedly
reads in some values and accumulates their total. The latter plan is also a common one: it protects the main
computation of the loop from an illegal input value; should the value be input, the main processing steps are skipped
over. Variable plans serve to highlight the role a variable plays in a program: just as actors take on different roles in
a play, variables take on different functions in a program. For example, the COUNTER VARIABLE, Count, is used to
count the number of elements being accumulated, e.g., Count:=Count+1l. Similarly, the RUNNING-TOTAL VARIABLE is
used to accumulate a total, e.g., Sum:=Sum+Num. While both variables are updated using an assignment statement,
programmers do seem to distinguish between them on the basis of their functions [16].

2. Generating Plan-like and Unplan-like Programs

What makes a program plan-like rather than unplan-like 1s the way in which plans are composed in a program. In
particular we have identified two rules of plan composition that can be used to systematically vary the planliness of a
program. These rules are: (1) vary the typicality of the plans being composed into a program, (2) modify a typical
plan in an atypical manner (usually to let the plan do "double duty”). In Figure 1, we illustrate the effect of applying
these rules. The programs, which all solve the problem given in the figure, were generated using the two rules above.
Programs A, B in Figure 1 reflect compositions of increasingly less typical plans. Program C reflects compositions of
typical plans that have been modified in such a way as to be atypical. The heart of the problem in this figure requires
a SENTINEL-CONTROLLED RUNNING TOTAL LOOP PLAN. The key issues are to add up the numbers being read in while
keeping the sentinel value from being added into the total and keeping the count from also being updated. What

This work was co-sponsored in part by the Personnel and Training Research Groups, Psychological Sciences Division, OfTice of Naval Research
and the Army Research Institute for the Behavioral and Social Sciences, under Contract No. N00014-82-K-0714, Contract Authority Identification
Number, Nr 154-482, Approved for public release; distribution unlimited. Reproduction in whole or part is permitted for any purpose of the United
States Government. This work was also sponsored in part by NSF RISE under grant number SED-81-12403.

'Variable plans are related to, but are richer than, the computer science notion of abrtrect data types, in that plans have more properties (e.g.,
relatedness, goal) than are usually associated with abstract data types.
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follows is a detailed plan analysis of these programs.
e In Pascal, SENTINEL-CONTROLLED RUNNING TOTAL LOOP PLAN is most appropriately realised with a WHILE looping
construct [17|(Figure 1A). The sentinel is prevented from corrupting the loop in the following manner:
» a Read of the input is positioned before the loop begins

» if the sentinel value turns up on this first Read, it will be detected be fore the loop is executed even once; in this case processing
with drop dowp to the IF statement.

» if the sentinel value does not turn up on the first Read, then this legitimate value is added into the running total, Sum, and the
counter, Count, is updated accordingly.

# after these updates occur, the next value is Read in and processing returns to the top of the loop where the new value is tested;
should this value be the sentinel, processing will drop down to the IF statement without further processing in the loop (i.e.,
without adding the sentinel into the running total).

The COUNTER and RUNNING TOTAL VARIABLES employ the standard VARIABLE FLAN initialization and update techniques:
start the value off at 0, and update appropriately. Thus, the composition of the vanable plans and the loop plan is
accomplished using standard techniques.

e The program in Figure 1B, however, does not use a WHILE loop, but rather a REPEAT loop. In order to protect the
running total and the count from being incorrectly updated, a SKIP GUARD PLAN is used that encloses these update
steps. In otherwords, there is a causal relationship between the LOOP PLAN and the GUARD PLAN: we need the GUARD
PLAN to make up for the LOOP PLAN's inadequacy. SKIP GUARD plans are typical techniques in programming; we see one
used to protect the average calculation from a divide by O case. Again, the COUNTER and RUNNING TOTAL VARIABLES
employ the standard VARIABLE FLAN initialization and update techniques. While the composition of the variable plans
and the loop plan and the skip guard plan is accomplished using standard techniques, it is less typical to realize a
SENTINEL CONTROLLED LOOP PLAN with a REPEAT loop composed with a SKIP GUARD PLAN. This judgement of typicality
is based on experience in teaching Pascal from numerous textbooks and on articles describing good programming style

[17].

e While the program in Figures 1C still achieves the overall objective, it was constructed by taking standard plans and
modifying them in an atypical manner. For example, the sentinel value must again be backed out of the running total
variable and the counter variable. This time, however, the initialization technique of the two variable plans are
modified to serve this additional function: to say the least, initializing a variable to -99999 is a very curious
construction.

Does planliness effect program comprehension? One of the most important implications of a schema is that it
provides a structure for comprehending and encoding information. Researchers have shown that a story is
remembered better if it is more schema-hke eg. |2, 11, 5. Similar results have been obtained for comprehension in
non-story domains [6]. In the next section we will present one study in which we examined the this the issue of
planliness and program comprehension using versions of the programs shown in Figure 1.

3. Empirical Evidence: A Taste

Advanced programmers (end of at least second semester of programming) were split into two groups; half were
presented with program Alpha in Figure 2, while the other half were presented with the program Beta. Both groups
were asked to fill in the blank line with a line of code that, in their opinion, most reasonably completes the program.
Subjects were not told what problem the program was intended to solve. A version of this technique was used by
Bower, Black, and Turner [3] and Kemper [10] in order to tap into the schemata people used in comprehending stories.
Our hypothesis 13 that if programmers are using programming plans to comprehend the programs, then the
expectations set up by those plans will make it easier to fill-in-the-blank in the more plan-like programs (Alpha,
Figure 2). However, we suggest that it will be more difficult to comprehend the less plan-like program (Beta, Figure
2), since few expectations will be set in motion.

The results are displayed in Figure 2C. The correct answer for problem Alpha was Count := 0, while the correct
answer for Beta was Count := -1. Based simply on the number of correct and incorrect answers, it was clear that
program Beta elicited very different performance from that of program Alpha: there were more correct responses to
Program Beta than to Program Alpha (X? = 47.7, p < 0.001). Moreover, it is not just that there are differences in
the accuracy of the responses but also that subjects took longer to give their responses in the unplan-like program.
An analysis of variance on the time to read the program and fill in the blank reveals that subjects took longer to read
the unplan-like program (Beta) than to read the plan-like program (Alpha) (F[1,91] = 4.60, p < 0.05). There was no
difference in reading time between correct and incorrect responses (F|I, 91] = 3.06, p > 0.05). The result that is
particularly interesting is that there is an interaction between the factors of program and response: the difference in
response time between correct and incorrect responses is much greater for Program Beta than for Program Alpha (F|[1,
91] = 4.50, p < 0.05). That is, subjects took longer to get Beta correct than to get Alpha correct. These results lend
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strong support to our claim that experienced programmers use their knowledge of plans to comprehend programs and
that they will therefore take longer to comprehend unplan-like programs correctly than to comprehend plan-like
programs correctly.

Interestingly, standard software engineering metrics of program complexity such as (1) lines of code or (2) a
Halstead [8] metric, predict that program Beta, with fewer lines, less volume, and fewer nested structures would be
easier to comprehend that program Alpha. However, given our plan-based analysis, we have argued for Alpha being
the less complex -— and the experimental data cited above supports this position.

4. Concluding Remarks

In this brief summary, we have attempted to indicate the direction in which our research into program
comprehension is going. We have given a brief description of how one can create plan-like and unplan-like programs,
and we have described results from one experiment in which we used these programs in order to examine the use of
schemata in program comprehension. These results are consistent with, but more fine-grained than, previous work on
the role of schemata in technical domains in general [6, 4, 5], and programming in particular |14, 1, 12].
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Probltes  Read in nusbers. taking their sus

n)
PROCRAM OrangeAlpha .

unti| the number 99999 1s seen

Page 3

Report the sus Do not include the final 99999 1n the sus

VAR Sus, Count, Nus  INTEGER,
Average  REAL.
Counter Variable BEGIN
Plan =~ meemmrms > Count = 0.
| —->Sus = 0. Running Total Loop Plan
| | Read(Nue)  <—~—-—=—
Running Total| | WHILE Nus <© 99999 DO <--—-—|
Variable Planl | BEGIN |
| —=--——--> Sum = Sua ¢ Nus, <--—-—|
____________ > Count = Count + 1. |
Read(Num) Cmmmme e
END Skip Guard Plan
IF Count > 0 THEN C=m-mmrmmce e
BEGIN “———mm—m o |
Average = Sum/Count, <-—--== |
Writein( Average), <-—-—-—- |
END <- ————m— |
ELSE o s e |
Writeln( "no legal inputs’). <-|
END
(B)
PROGRAM OrangeB. Running Total Controlled Running Total Loop Pian
VAR Sum, Count. Num  INTEGER. 1aplemented with a REPEAT Loop Plan that
Average  REAL. realizes a Read-Process Loop Strategy
BEGIN coaposed with a Skip Guard Plan
Sum = 0. to sisulate a3 Sentinel-Controlled Running Total Loop Plan
Count =0, using Count Variable Plan
REPEAT Running Total Variable Plan
Read(Nus) . New Value Variabie Plan
IF NUM <> 99999 THEN Skip Guard Plan
BEGIN using average calculation
Sus = Sum + Nus,
Count = Count + 1
END.
UNTIL Nue = 99999
IF Count > O THEN
BEGIN
Average = Sun/Count.
Writeln( Average).
END
ELSE
Writeln( 'no legal inputs’).
END
(€)
PROGRAM OrangeC. Running Total Controlled Running Total Loop Plan
VAR Sus.  Count, Nua INTEGER, taplemented with a REPEAT Loop Plan that
Average  REAL. realizes a Read-Process Loop Strategy
BEGIN cosposed with 3 Patch Plan
Sur = -99999, Modify Initialization of Count Varrable
Coynt = -1, Modify Initialization of Running Total Variable
REPEAT to sisulate 3 Sentinel-Controlled Running Total Loop Plan
Read(Nua), using Count Variable Plan
Sus = Sua ¢ Nus, Running Total Variable Plan
Count = Count + 1. New Value Variable Plan
UNTIL Num = 99999, Skip Guard Ptan
IF Count > O THEN using average calculation
BEGIN
Average = Sum/Count
Writein( Average).
END
ELSE
Writeln( 'no legal 1nputs’).
END

Figure 1: Examples of Programming Plans
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(ALPHA)

PROCRAM Orangedipha

VAR Sus  Count Nus  INTEGER,
Average  REAL

BEGIN
Sus =0
| |
REPEAT

END

Readin(tty) Read(tty Num)
IF NUM <> 99999 THEN

(BETA)

PROGRAM OrangeBeta
VAR Sus Count Nus  INTECGER

Average  REAL

BEGIN

Sus = -99§989,

REPEAT

Readin(tty) Read(tty Nus)

Sus = Sum + Nus,

BEGIN Court = Count + 1,
Sum = Sum + Num, INTIL Nus = 99999
Count = Count « 1, Average = Sum/Count.
END Writein(tty Awverage),
UNTIL Num = 99999 END
Average = Sum/Count
Writeln(tty, Average)
Correct Incorrect
mean time n mean time n
Version Alpha  2.26 ar 2.4] 10
Version Beta 3.98 3 2.42 41

{the time is in minutes)

Figure 2: FIB programs

Page 4






Cerebral Lateralization, Preferred Cognitive Mode and Reading
Achievement in American Indian Bilingual Children

Fairlee E. Winfield, Ph.D.
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Although it 1is generally accepted that the left cerebral hemisphere is dominant
for language in most people, the nature of the relations among cerebral dominance for
language, academic performance, and preferred cognitive mode remains controversial.
As early as 1937, Orton suggested that a strong left hemisphere dominance would be
reflected in excellence of verbal functions such as reading. However, cerebral
dominance studies conducted with bilinguals seem to indicate that language for them
may be more diffusely organized. Albert and Obler proposed a stage hypothesis in
which there was participation of the right brain hemisphere in the initial stages of
learning a second_language with increasing left hemisphere participation as profi-
ciency developed.2 Unfortunately, further research evidence and a comprehensive
review of over one hundred studies of t5e bilingual brain by Galloway in 1982 have
failed to support the stage hypothesis. Nevertheless, it seems evident that bi-
linguals do show greater right hemisphere participation in language, but how this is
related to cognitive style preference and academic performance remains a question.

American Indian bilingual Eroups have consistently shown a greater right hemi-
sphere involvement in language. Rogers et al. propose that the structure of some
Amerindian languages corresponds to an appositional mode of thinking associated with
the right brain hemisphere. For example, there is a greater concern with concrete
notions rather than with abstractions; there is a projection of subjective experience
to outside influences (i.e., I am drowning > water is drowning me); and modified verbs
and participles rather than nouns and adjectives assume importance. Navajo handling
verbs require a selection process whereby the verb stem differs if the object referred
to is long, small, rounded, clustered, bundled up, alive, or inanimate. The Navajo
speaker must be fully aware of the perceptual field and concentrate on the physical
characteristics of the object rather than its name. In English we say, "Give me the
rock, stick, paper, etc." In Navajo a speaker must decide on the object's character-
istics before selecting a verb form:

shaa ni'aah * single, hard, bulky object shaa niJjoo) * non-compact matter

shaa nitiih * single, slender, stiff shaa nitleeh * mushy matter

shaa niJtsoos * single, flat, flexible shaa niyeeh * load, pack, burden

shaa niflé * single, slender, flexible shaa ninii) * plural, slender, flexible
shaa nijaah * plural, profusion shaa niJteeh * single, animate

Because of the appositional characteristics of Navajo, it is hypothesized that Navajo-
English bilingual children will show a greater right hemisphere participation in
language than is generally found in monolingual children.

A second notion that bears upon bilingual cognitive strategies is offered by
Galloway who sees language as consisting of two factors: linguistic competence
(grammar) d communicative competence (nonverbal, interactional, context-dependent
abilities). The communicative competence is highly dependent upon neural substrates
lateralized in the right brain hemisphere such as perception of facial affect, tone of
voice, and linguistic gesture. Galloway proposes that there is a relationship between
minority group membership and patterns of cerebral asymmetry. She states that members
of bilingual minorities who are unacculturated and socially less powerful in the
surrounding Anglo majority world but who are under pressure to assimilate will show
greater right hemisphere involvement in language processing. The suggestion is made
that the person who must function in two or more languages may have to develop a
greater pragmatic flexibility and sensitivity to interactional cues in order to
support and maintain communication. No claim is made that the actual left laterali-
zation of the linguistic grammar is altered or that the brain has such plasticity that



the linguistic grammar is suddenly shifted toward the right. Right hemisphere language
would be a reflection of a cognitive strategy adopted to increase available communi-
cative cues.

This study examines the relations among sex, school grade, verbal dichotic
listening asymmetry, cognitive strategic preference, and reading ability in Navajo-
English bilingual children and attempts to compare the fin?ings with those of Caplan
and Kinsbourne in their research with monolingual children.’ Therefore, the following
hypotheses are also investigated:

1. Bilingual children who are more highly left hemisphere lateralized for
language on the dichotic listening test will show a stronger preference
for verbal strategies on cognitive style measures.

2. Bilingual children who prefer the verbal mode on cognitive style measures
will demonstrate reading achievement superior to that of the children
whose preference is for a nonverbal mode of information processing.

3. Children in the lower grades will display a greater preference for
nonverbal stragegies than older children.

4, Females will show a greater preference than males for verbal strategies
and will display reading achievement superior to that of males.

The subjects were 78 Navajo-English students in an isolated Bureau of Indian
Affairs boarding school on the Navajo Indian Reservation. All instruction at the
school is in the second language (English); however, all social interaction is in
Navajo. The students are from the most traditional area of the reservation where
pressure for assimilation is felt, but where there has been relatively little accultu-
ration. The group included 35 boys and 41 girls in grades 3 to 8 (23 in grades 7-8,
27 in grades 5-6, 28 in grades 3-4). The mean age was 10.6. An eight-item handedness
measure was administered in both languages to eliminate subjects with a left hand
preference.

Test Instruments

Dichotic Listening (Navajo Word Test and English Word Test)

An 80-1tem Navajo word test and a 74-item English word test was administered to
each student. Word pairs were matched for syllable Tlength. Six practice items
familiarized the children with the procedure. Headphones were reversed to control for
variation in channel intensity. Half the children heard the Navajo test first and
half the English test first. The children were told to report both words if possible.

Cognitive Mode (Auditory and Visual)

Word-Shape Sorting: This test was used in the research of Caplan and Kinsbourne
in 1981. The child selects the one item of three that does not fit with the other
two. The two equally correct responses indicate a preference for visual-spatial pro-
cessing (on the basis of shape) or visual-verbal processing (on the basis of words).
The test was administered in English only as the students were not literate in Navajo.

Auditory Style Test: This test was based upon one used by Gross, Franko, and
Lewin (1978).8 The child selects two verbal items that "go together" from three words
heard. The two equally correct responses indicate a semantic preference (synonyms or
category relationship) or a nonsemantic preference (rhyme). This test was administ-
ered in both Navajo and English since it is entirely verbal.

Reading Achievement (California Test of Basic Skills, CTBS)

A reading achievement score was obtained from students' performance on the
California Test of Basic Skills that was administered to all of the boarding school
students immediately prior to this project. The test is entirely in English and the
bilingual students who are from a minority language and culture consistently perform
below grade norms. For example:




CTBS

Grades Grade Mean Reading Math Combined
3-4 (n=28) 3.35 2.38 3.02 2.55
5-6 (n=27) 5.44 3.57 4,51 4.04
7-8 (n=23) 7.30 4.48 6.19 4.67

Results

The data for the total sample were analyzed by correlational methods, ear-
differences on dichotic listening were determined by t tests, and sex and group (3-4th
grade, 5-6th grade, 7-8th grade) comparisons were made by analysis of variance.

A strong right-ear advantage, indicating left hemisphere lateralization for
language, was obtained on the English dichotic listening task for the entire sample (t
= 3.56, p < .001). However, for the Navajo dichotic listening task, there was no sig-
nificant difference in right and left ear scores indicating a greater right hemisphere
participation in Navajo. Comparisons of the Navajo and English ear difference scores
indicate that although there is relationship between the two measures (r = .329,-$ <
.002), students are significantly less left hemisphere lateralized for Navajo than for
English (t = -2.32, p < .02). When the three age groups are considered, there was no
significant developmental increase in the size of the right ear advantage for either
language (Navajo, F = .679, N.S.; English, F, = .058, N.S.).

Table 1
Correlation Matrix, Total (N = 78)

Navajo English
Lateral- Lateral- Visual-Verbal Auditory-Verbal Auditory-Verbal CTBS
Age 1{zation fzation Preference Preference/English Preference/Navajo Reading

Age -.0946 -.1025 .1924* L2907 ** BT Ao 6616%*
Navajo

Lateralization .3297* -.2340* -.0380 LA13 =.0501
English

Lateralization .0308 -.0203 . 0407 -.0528
Visual-Verbal

Preference 1761 .0BO3 .4430%*

Auditory-Verbal
Preference/Engl ish L6396%* .2508*

Auditory-Verbal
Preference/Navajo . 3585*

CTBS Reading

*p  .05.
**p .0l

Correlational data for the total sample is presented in Table 1. There is a
highly significant correlation between strength of verbal performance on all visual
and auditory cognitive style measures and performance on the CTBS reading measure,
However, there is no indication of a relationship between the visual and auditory
cognitive style measures indicating that they may be measuring separate aspects of
cognitive style preference. Dichotic listening measures are unrelated to reading
performance, but the Navajo dichotic listening measure is negatively correlated with
performance on the visual-verbal preference measure.

No sex differences for verbal preference were found; however, a significant
developmental increase in verbal preference on the auditory cognitive style measures
was obtained for the sample as a whole (Navajo-Auditory, F = 4.506, p < .01; English-
Auditory, F = 7.131, p < .01). No developmental increase occurred for the visual-
verbal preference measure. Significant developmental increases were evident for the
CTBS reading scores as was anticipated.



Given that verbal strategic preference correlates significantly both with age and
reading ability, and the age-related improvement in reading, the association between
cognitive style and reading could be a consequence of a common association with age.
Therefore, as 1in Caplan and Kinsbourne's analysis, partial correlations wers
calculated to eliminate reading age (grade equivalent) and chronological age.
Results for the English language cognitive style measures are consistent with previous
findings that greater preference for verbal strategies accompanies better reading,
regardless of age. However, this does not hold for the Navajo cognitive style measure
where greater preference for verbal strategies does not accompany better reading but
is based upon age and reading proficiency.

Discussion

Caplan and Kinsbourne suggest that the nature of the problem-solving strategy
adopted may affect the size of the observed lateral bias. If a strategy is selected
which has a predominantly lateralized neural substrate, then one hemisphere will be
preferentially activated. However, some tasks may be adequately accomplished by more
.than one strategy and a strategic choice mi% be relatively stable across situations
regardless of cognitive demands of the task. Therefore, it is possible to speculate
that Navajo-English bilinguals, although anticipating verbal input in Navajo, may
preferentially engage the right hemisphere and adopt a holistic, pragmatic,
interactional strategy biasing attention to the left side of space. The degree of
dichotic listening asymmetry becomes an index of differential hemispheric use without
structural implications for the degree of lateralization of function. Initial
preference for a particular mode may beCOmi habitualized, and there is some evidence
that stylistic preferences may be learned. 1 1f such is the case, the greater left
lateralization for English may be a product of the classroom situation that is heavily
biased toward a verbal mode with sequential, analytic processing.

The present finding of right hemisphere representation of language may be a
reflection of the habitualized use of an interactional, nonverbal strategy to obtain
additional cues from language input. Since the dichotic listening task is unfamiliar,
the students may shift to a right hemisphere strategy to try to pick up additional
cues. They may indeed not recognize the situation as a language task in Navajo while
they assume all situations involving English are 1language tasks because of
habitualized cTassroom experience.

Since the preference for verbal strategies was unrelated to the size of the left
hemisphere lateralization, and there is no positive correlation between results on
dichotic listening and verbal cognitive style preference, the current findings would
support the notion that dichotic asymmetry is an index of differential hemisphere use
without structural implications of function. Additionally, since asymmetry did not
increase significantly with increasing age, results support earlier studies that argue
for the existence in infancy of hemispheric specialization and stability of
lateralization across ages.

No sex differences on lateralization, cognitive style, or reading achievement
were evident for the bilingual students although previous studies have generally
reported greater verbal preference and advanced reading scores for girls and
frequently stronger right ear advantages for boys. It is speculated that the English
language barrier, Navajo cultural expectations, and the factor of minority group
membership tend to override sex differences.

The pivotal variable, preferred cognitive strategy, was found to relate to
reading performance. Preference for a verbal approach on both the visual and auditory
cognitive mode tests 1is associated with better reading and the association is
maintained when effects of ability and age are eliminated. Caplan and Kinsbourne
suggest that performance is improved when task demands and cognitive bias are
concordant. Therefore, a child who typically chooses verbal strategies will more
easily grasp the nature of the "reading code."13
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